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The process of using robotic technology to examine underwater systems is still a difficult
undertaking because the majority of automated activities lack network connectivity.
Therefore, the suggested approach finds the main hole in undersea systems and fills it
using robotic automation. In the predicted model, an analytical framework is created to
operate the robot within predstermined areas while maximizing communication ranges.
Additionally, a clustering algorithm with a fuzzy membership function is implemented,
allowing the robots to advance in accordance with predefined clusters and arrive at their
starting place within a predetermined amount of time. A cluster node is connected in
each clustered region and provides the central control center with the necessary data.
The weights are evenly distributed, and the designed robotic system is installed to
prevent an uncontrolled operational state. Five different scenarios are used to test and
validate the created model, and in each case, the proposed method is found to be
superior to the current methodology in terms of range, energy, density, time periods, and
total metrics of operation.
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Reliable and accessible cloud applications are essential for the future of ubiguitous
computing, smart appliances, and electronic health. Owing to the vastness and diversity
of the cloud, a most cloud services, both physical and logical services have failed. Using
currently accessible traces, we assessed and characterized the behaviors of successful
and unsuccessful activities. We devised and implemented a method to forecast which
jobs will fail. The proposed method optimizes cloud applications more efficiently in terms
of resource usage. Using Google Cluster, Mustang, and Trinity traces, which are publicly
available, an in-depth evaluation of the proposed model was conducted. The tracas were
also fed into several different machine learning models to select the most reliable model.
Cuur efficiency analysis proves that the model performs well in terms of accuracy, F1-
score, and recall. Several factors, such as ...
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One of the leading causes of death among people around the world is skin cancer. It is
critical to identify and classify skin cancer early to assist patients in taking the right
course of action. Additionally, melanoma, one of the main skin cancer illnesses, is
curable when detected and treated at an early stage. More than 75% of fatalities
waorldwide are related to skin cancer. A novel Artificial Golden Eagle-based Random
Forest (AGEbRF) is created in this study to predict skin cancer cells at an early stage.
Dermoscopic images are used in this instance as the dataset for the system’s training.
Additionally, the dermoscopic image information is processed using the established
AGEBRF function to identify and segment the skin cancer-affected area. Additionally, this
approach is simulated using a Python program, and the current research’s parameters
are assessed against those of earlier studies. The results demonstrate that, compared to
other models, the new research model produces better accuracy for predicting skin
cancer by segmentation.
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Purpose

Cloud computing (CC) refers to the usage of virtualization technology to share computing
resources through the internet. Task scheduling (TS) is used to assign computational
resources to requests that have a high volume of pending processing. CC relies on load
balancing to ensure that resources like servers and virtual machines (VMs) running on
real servers share the same amount of load. VMs are an important part of virtualization,
where physical servers are transformed into VM and act as physical servers during the
process. It is possible that a user's request or data transmission in a cloud data centre
may be the reason for the VM to be under or overloaded with data.
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Absfract Deep learning has revolutionized industries such as natural language processing and computer vision. This
study explores the fusion of these domains by propasing a novel approach for text extraction and translation using lip
reading and deep learning. Lip reading, the process of interpreting spoken language by analyzing lip movements,
has gamered interest due to its potential applications in noisy environments, silent communication, and accessibility
enhancements. This study employs the power of deep leaming architectures such as CNNs and RNNs to accurately
exiract text content from lip movements captured in video sequences. The proposed model consists of multiple
stages: lip region detection, feature extraction, text recognition, and transiation. Initially, the model identifies and
isolates the lip region within video frames using a CNN-based object detection approach. Subsequently, relevant
features are extracted from the lip region using CNNs to capture intricate motion patterns and convert these visual
features into textual in-formation. The extracted text is further processed and translated into the desired language
using machine franslation techniques to enable translation
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Abstract

A network of wireless sensors is a self-infrastructure approach with many sensory nodes.
The distributed sensory nodes communicate with each other via sensory points. In
wireless sensor network (WSN), the sensory nodes collect information for healthcare,
military and monitoring systems. Such networks require an exclusive arrangement of the
nodes to challenge inherent limitations and energy deficiency. The conventional design
of a communication system consumes more energy with high latency causing degraded
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Abstract

Detection and classification of epileptic seizures from the EEG signals have gained significant
attention in recent decades. Among other signals, EEG signals are extensively used by medical

experts for diagnosing purposes. So, most of the existing research works developed
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Abstract

Reports the retraction of "Designing a cognitive smart healthcare framework for seizure prediction using multimodal convolutional
neural network"” by Rajanikanth Aluvalu, K. Aravinda, V. Uma Maheswari, K. A. Jayasheel Kumar, B. Venkateswara Rao and
Kantipudi M. V. V. Prasad (Cognitive Neurodynamics, Advanced Online Publication, Jan 2, 2024, np). The Editor-in-Chief and the
publisher have retracted this article. The article was submitted to be part of a guest-edited issue. An investigation by the publisher
found a number of articles, including this one, with a number of concemns, including but not limited to compromised editorial
handling and peer review process, inappropriate or imelevant references or not being in scope of the journal or guest-edited issue.
Based on the investigation's findings the Editor-in-Chief therefore no longer has confidence in the results and conclusions of this
article. The authors have not responded to correspondence from the publisher regarding this retraction. The online version of this
article contains the full text of the retracted article as Supplementary Information. (The abstract of the original article appears
below.) The Internet of Things (loT) has evolved from a network of embedded computer devices to a network of brainy sensors.
With the advent of loT-cloud technologies, however, there is a growing demand for a cognitive framework that can deliver
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Abstract. This paper examines the performance of Apache Sparks machine
learning library with reference to the optimal required resources such as the
number of machines and cores to best perform popular machine learning algo-
rithms. In order to achieve this, we have observed the training time of classifi-
cation algorithms such as logistic regression, support vecter machines, decision
trees, random forests, and gradient boosted trees under different configurations
on a sample dataset. Our research revealed that having an excessive number of
resources does not necessarily decrease the training time of the machine learn-
ing algorithms, rather, it may even degrade the traiming time by up to 30 per-
cent. Furthermore, this study confirms that methodologies such as tree ensem-
bles can increase the training time of machine leaming algonthms compared to
that of typical decision trees.

1 Introduction

Machine leaming with its automated learming power unleashes big data power to aid
data scientists to gain knowledge in a variety of applications such as computer vision,

speech processing, natural lapeuaee ynderstapding, neuroscience, health, and Interpet
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ABSTRACT

Applications in the fields of entertainment, commerce, health, and public safety rely heavily on wireless
communication technologies. These technologies are constantly improving with each new generation, and
the latest example of this i1s the widespread implementation of 5G wireless networks. Industry and academia
are already planning the next generation of wireless technologies, 6G, which will be an improvement over
5G. When it comes to 6G systems, one of the most important things is that these wireless networks employ
Al and ML. There will be some kind of artificial intelligence or machine leaming used in every part of a
wireless system that we know about from our experience with wireless technologies up to 5G, including the
physical, network, and application levels. A current overview of concepts for future wireless networks,
including 6G, and the relevance of ML approaches in these systems is presented in this overview article.
Specifically, we set out a 6G conceptual model and demonstrate how ML approaches are utilized and
contribute to each layer of the model. With wireless communication systems in mind, we take a look back
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outcomes, utilizing Maagnetic Resonance Imaging (MRI) to unveil structural brain changes associated with the
disorder. This research presents an integrated methodelogy for early detection of Alzheimer's Diseaze from Magnetic
Resonance Imaging, combining advanced technigues. The framework inifiates with Convolutional Meural Networks
{CNMs) for intricate feature extraction from structural MRI data indicative of Alzheimer's Disease. To address class
imbalance in medical datasets, Synthetic Minority Over-sampling Technique (SMCOTE) ensures a balanced
representation of Alzheimer's Disease and non- Alzheimer's Disease instances. The classification phase employs
Spider Monkey Optimizafion (SMO) to optimize model parameters, enhancing precision and sensitivity in Alzheimer's
Disease diagnosis. This work aims to provide a comprehensive approach, improving accuracy and fackling
imbalanced datasets challenges in early Alzheimer's detection. Experimental outcomes demonstrate the proposed
approach outperforming conventional techniques in terms of classification accuracy, sensitivity, and specificity. With
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ABSTRACT

Public surveillance videos are increasingly playing key role in identification of certain incidents and people
who misbehave or perform illegal activities. Monitoring surveillance videos manually to detect abnormalities
1s time consuming and it may lead to delay in getting required information. With the usage of Artificial
Intelligence (Al) video analytics in real time can help in acquinng such information on time so as to make
well informed decisions. Particularly deep leaming is great help in learning from incidents and detect
anomalous behaviours. In this study, we suggested an autonomous system for anomaly detection from
surveillance films, based on deep learning. For anomaly detection, an improved Convolutional Neural
Metwork (CNN) model is employed. We presented a method that utilizes the upgraded CNN model for its
functionality, called Learning based Video Anomaly Detection (LbVAD). To lower the prediction process's
error rate, a loss function is defined. For our empinical investigation, we gathered data from many benchmark
datasets, including UMN, UCSD, Pedl, and Ped2. The suggested approach works better than the current

models, according to the results of our experiments.

Keywords: Machine Learning, Deep Learning, Artificial Intelligence, Video Abnormality Detection
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Abstract: Lung cancer is consistently classified as the most dangerous form of the disease since the beginning of recorded history. Patients
with lung cancer who receive appropriate medical care, such as a low-dose CT scan, have a far better chance of survival since the disease
is detected and diagnosed early. Nonetheless, there are certain drawbacks to this attempt. The gene expression level in hundreds of genes
or cells within each tissue may now be determined because of developments in DNA microarray technology. Even though machine learning
(ML) is rapidly being used in the medical field for lung cancer detection. the shortage of interpretability of these models remains a
significant hurdle. Machine learning can be used to analyze gene expression data (DNA microarray) to predict whether or not a patient has
lung cancer. The Collective Random Forest and Adaptive Boosting were employed to determine who was responsible for the harm. KPCA,
or Kernel principal component analysis, was used for the feature reduction procedure. We calculated the correlation between each feature
and the target using the statistical parameters provided by KPCA. Determining the proportion of the correct predictions for a given data set
is one way to calculate the accuracy of a classification model. We tested the validity of the proposed technique in this work using a dataset
including information about lung cancer. The dataset includes GSE4 115 from the Gene Expression Omnibus (GEO) database, as well as
the expression profiles it contains. The findings demonstrate the Identification of Lung Cancer (IOLC) model's potential to detect lung
cancer in terms of accuracy, precision, recall, F-Measure, and error rate, with results indicating an accuracy of 81%, the precision of 81.2%,
recall of 78.9%, F-Measure of 77.7%, and error rate of 0.29%. respectively.

Keywords: Gene Expression, Lung cancer, Ensemble machine learning Random forest, AdaBoost

1. Introduction

Cancer is a disease that causes cell destruction in the
body. Cells develop and increase in a controlled manner;
nevertheless, this control may fail if an error occurs in the
cell's genetic blueprints. A variety of factors can cause
this mistake. Lung cancer is the most common and lethal
malignant tumor seen worldwide. In 2012, around
1.800,000 new lung cancer cases were detected, with
1,600.000 people dying due to the condition. Lung cancer
is more common in women and is the leading cause of
cancer death. Although smoking is the primary cause of
lung cancer, around 15% of male and 53% of female lung
cancer patients did not smoke. Furthermore, it is
estimated that 25% of lung cancer patients worldwide did
not get the disease due to smoking. Previously, the
primary resource in biology was gene networks GNs [1],
commonly depicted as graphs with nodes and rods, with
nodes representing genes and rods signifying gene
interactions. These rods may be assigned a numerical
number or weight based on the strength of the
relationships between the parties involved. As a result,
GNs can uncover genes linked with biological processes
and their interactions, providing a complete picture of the
processes under inquiry. GNs are widely utilized in many

1% Research scholar, Dept. of CSE, JNTUH, Assistant Professor, CSE Dept.,

Chaitanya Bharathi of Technology Hyderabad, Telangana, India
Email: kmarysudha_cse@chit.ac.in
}Profes.sor, Dept. of CSE, JNTUH, Telangana, India

fields,inquiry. GNs are widely utilized in many fields,
including but not limited to biology, healthcare, and
bioinformatics.

Furthermore, when it comes to non-smokers have a
different carcinogenic pathway, clinic pathological
features, epidemiology, and natural history than smokers.
Tung cancer is the most common type diagnosed
worldwide and the leading cause of cancer fatalities
wheezing, hoarseness, chest tightness, coughing, and
spitting up blood are all indications of lung cancer.
Indications and symptoms include chest discomfort,
shortness of breath, and wheezing [2]. To avoid this
dreadful situation, we require machine learning
algorithms to aid in the early detection and prevention of
lung cancer. Treatments can be more effective and less
likely to recur if started early in lung cancer [3]. As a
result, preventative lung cancer screening and detection
may be therapeutically beneficial, particularly for patients
with undiagnosed lung disease. Experiments have
uncovered the genes responsible for lung cancer
mutagenicity and pathogenesis, albeit most genes have
only a tenuous link to the disease. To determine whether
a gene is linked to lung cancer, one must run several trials,
which would necessitate a considerable financial
commitment.

On the other hand, machine learning (ML) algorithms can
prioritize disease-triggering genes where their significant
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studies offer the ability to uncover the association amid
cancer identification genes. These findings can potentially
be used in the early detection of cancer. In particular,
successful ML approaches are described works. These
algorithms include artificial neural network-based
computer-aided diagnosis [4. 5], ensemble approaches [6.
7], and hybrid methods.

Because of its extensive prevalence, it has been examined
for cancer biomarkers that can predict a disease's
prognosis. To be more exact, lung carcinoma is one of the
most common types of cancer, with tobacco use
accounting for over 85 percent of cases. Regrettably, the
vast majority of instances are fatal. This is due. in part, to
a delayed diagnosis, which necessitates specialized
medical procedures such as bronchoscopy. As a result,
lung cancer biomarkers are seen as critical in the disease's
early identification; as a response, nmumerous initiatives
have investigated non-invasive approaches for testing
these biomarkers [8]. Ensemble learning could be
effective in our investigation because it can increase a
model's robustness and accuracy by merging multiple
imperfect classifiers. Ensemble learning, which includes
bagging and boosting. can be viewed as a general bagging
technique for enhancing cancer classification. Random
forest is another popular bagging technique. Gene
microarray (GMA) recently appeared as a promising
cancer detection and classification technique. Statistical
analysis and machine learning methods were used to
uncover accurate gene characteristics that can be used as
inputs for cancer classification models. The lung cancer
data's limited sample size makes the interpretation and
training of microarray data problematic. The presence of
noise in the samples can have a negative impact on the
training models' performance. Furthermore, the random
forest was utilized to search the classifiers at random, and
in the training stage, a better judgment was generated.

One technique like self-paced learning, while another
develops a novel formulation to uncover samples [10]. As
the SPL regularizer's penalty steadily increases during
optimization, more samples during the training phase are
selected modes. Adoption has been quick, especially in
multi-task learning [11], image categorization [12], and
molecular descriptor selection [13, 14]. So, in the current
article, we extract high-quality samples using this
strategy. The following contributions were made by this
paper, which is given below.

o We initially proposed using the TOLC to train a cancer
detection and classification model using DNA
microarray technology. The samples' degrees of
confidence ranged from high to low.

o We built a machine learning prediction model using the
Ensemble Methods Random Forest, and AdaBoost was
the second stage of this project.

¢ The suggested approach's accuracy. Fl-score, and recall
are much greater than previously utilized classifiers.

¢ Furthermore, the proposed technique chooses a small
number of genes (less than 1%) that are extremely
important in predicting the disease's early prognosis.

The following are the organization of the paper: We
describe the related work of lung cancer identification
models based on genes data in section 2. Section 3
proposed work. The section 4 covers the results and
discussion. Finally. in Section 5, concludes the paper.

2. Background and Related work

In [15]. the authors investigated the link between
socioeconomic status and the prevalence of lung cancer in
several locations of the world, using educational degrees
as a proxy for socioeconomic class. This study's data came
from 18 prospective cohorts dispersed over 15 countries,
including the United States, Europe. Asia, and Australia.
They examined the link between educational level and the
incidence of lung cancer in people who had never smoked
and those who now or had previously smoked using Cox
proportional hazards models. The International Standard
Classification of Education was used to harmonise
education data, which was then modeled as an ordinal
variable divided into four categories. The models were
modified to consider age, gender, whether the individuals
smoked currently or previously, as well as smoking
duration, quantity of cigarettes per day. and time since
leaving.

In [16]. the authors examined various methods, including
machine learning, Ensemble learning, deep learning
approaches, and numerous ways based on image
processing techniques and text information that contribute
significantly to determining cancer malignancy degree.
Lung cancer has been listed as one of the most deadly
diseases humans have faced since the species' inception.
It is even one of the malignancies that causes the most
continuous fatalities and contributes significantly to the
overall mortality rate. The number of persons diagnosed
with lung cancer continues to rise. In India, roughly 70.0
thousand cases are reported each year. It is impossible to
identify early because the disease is often asymptomatic
in its early stages. As a result, discovering cancer earlier
is beneficial to save lives. Learning about a patient's
illness as soon as possible will improve their chances of
rehabilitation and recovery. Cancer diagnosis frequently
relies substantially on technical breakthroughs. They
intended to use this to combine or bring together
Ensemble learning techniques such as stacking, blinding,
Max voting, boosting, and XGBoost to provide a
comprehensive  methodology for evaluating and
investigating the outcomes. Compared to other strategies,
the Blinding ensemble learning methodology emerges as
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the most successful way based on performance criteria
such as accuracy, F1 score, precision, and recall.

In recent years, computer technology has been used to
resolve various diagnostic concerns. To accurately predict
the lung cancer severity level, these newly designed
systems include several deep learning and machine
learning tactics and specific image processing methods.
As a result, this methodology aims to provide a new and
unique approach to lung cancer diagnostics. The initial
stage in data collection is to download two benchmark
datasets. These datasets contain attribute information
extracted from the medical records of a range of
individuals. To extract features, the techniques of
"Principal Component Analysis (PCA)" and "t-
Distributed Stochastic Neighbour embedding (t-SNE)"
were used. Furthermore, the deep characteristics are
derived from what is known as "the pooling layer of
Convolutional Neural Network (CNN)." The Best Fitness-
based Squirrel Search Algorithm (BF-SSA), also known
as optimal feature selection, is used to pick the features
themselves in addition to the important features. This is
referred to as feature selection. This hybrid optimization
strategy is advantageous in many industries because it
more efficiently explores the search space and performs
better using feature selection.

In [18]. the authors evaluated relevant surveys.
underlining the need for a further study focusing on
Ensemble Classifiers (ECs) utilized for cancer diagnosis
and prognosis. By integrating several types of input data,
learning methods, or characteristics, ensemble approaches
strive to increase performance. They are being used in
cancer detection and prognosis, among other things.
Nonetheless, the scientific community needs to catch up
in this technological sphere. A systematic evaluation of
ensemble methodologies used in cancer prognosis and
diagnosis, coupled with a taxonomy of such methods, can
help the scientific community keep up with technology
and, if comprehensive enough, even lead the trend. The
following stage will thoroughly review the possible
methodologies, both classical and deep learning-based. In
addition to identifying the well-studied cancer kinds, the

best ensemble methods used for the linked purposes, the
most common input data types. the most common
decision-making strategies, and the most common
assessment methodology, the review creates a taxonomy.
All of this happens as a result of the evaluation.
Furthermore, they recommend future directions for
scholars who want to continue existing research trends or
concentrate on areas of the subject that have yet to receive
less attention.

In [19], the authors developed Neural Ensemble-based
detection for automatic disease detection (NED). An
artificial neural network ensemble detects lung cancer
cells in patient needle samples. They used Neural
Ensemble-based Detection (NED) to achieve autonomous
anomalous detection. The ensemble was divided into two
levels. Because each network has two outputs, normal and
malignant, the first-level ensemble can accurately detect
normal cells. There are five types of lung cancer cells
produced by each network: adenocarcinoma, squamous
cell carcinoma, small cell carcinoma, prominent cell
carcinoma, and normal. The second-level ensemble deals
with cancer cells discovered by the first. To include
network predictions, plurality voting is employed. NED
has a high detection rate and a low false negative rate,
which occurs when cancer cells are misidentified as
normal. This reduces the number of undiagnosed cancer
patients. hence saving lives.

3. Proposed Model

This section comprehensively explains the methods and
materials used in this work., beginning with the
architecture of the proposed Identification of Lung Cancer
(IOLC) model. Figure 1 depicts the various processes
involved in implementing and utilizing the model in the
form of major blocks. The following subsections provide
a complete overview of the architecture's fundamental
building blocks, which include data set collection
(genomic data from mutant and normal genes), data
preparation (label encoding), feature extraction, and
classification.
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Lung cancer Dataset

1

Data pre-processing (Cleaning,

data encoding)

Hyper parameter tuning

Model evaluations (Acc, Pr, Re, F1)

t""fh‘h‘"ﬁ‘

Fig 1: Working procedure of Lung cancer identification model

Description of the dataset:

The dataset for discussion here is comparable to one used
in a prior study at the Boston University Medical Centre
[20. 21]. In these investigations, a microarray was used to
examine the level of gene expression found in epithelial
cells originating in smokers' respiratory tracts. This
dataset was used to extract the levels of expression of
22284 genes collected from 192 smoking subjects. Tissue
samples were gathered and isolated from tissue samples.
Patients were separated into 3 groups: those who had
already been diagnosed with lung cancer (97), those who
had not yet been diagnosed with lung cancer (90), and
those who were thought to be at a high risk of developing
cancer (5). This dataset was chosen specifically for its
ability to perform in-depth research into the underlying
genetic abnormality in smokers who acquire lung cancer.
Although it was created on an older platform (the
Affymetrix U133A array). it was chosen carefully. The

dataset, known as GDS2771 and associated with the
reference number GSE4115, is freely available for
download from the NCBI's Gene Expression Omnibus
(GEO) database [22]. The Affymetrix Human Genome
U133A Array (HG-U133A) was used as the screening
platform to gather this data. This array provided the
information on the probesets.

The working procedure of the Lung cancer identification
model is was repeated for each dataset containing gene
expression data. After extracting the probe annotations, it
gets represented to a respective gene, and those were not
match any of the genes in the dataset were excluded from
further consideration. If the gene has more than one probe,
the gene's expression was calculated by taking the mean
of all probe expressions. If the gene does not have many
probes, the value was calculated by taking the mean of
only one probe's expression. The Lung Cancer gene
expression dataset is listed in Table 1.

Table 1 Lung Cancer gene expression dataset

GEO accession number Disease Number of samples | No. of Micro array Platform
(Disease/Control) Genes Platform
GSE 4115 Lung Cancer 187 (97/90) 22,215 Affymetrix Human GPL96 (HG-
Genome U133A Array Ul33A)

Data Preprocessing:

Before using the data for training, 163 samples with
complete clinical features were removed from the sample,
including 85 smokers who did not have lung cancer and

78 smokers with lung cancer. Clinical data were gathered
for future research, including patients' ages. genders,
smoking histories. smoking indices. tumor diameters. and
the presence or absence of lymphadenopathy. The
Affymetrix Human Genome Ul33A Array platform was
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used for the expression profile analysis. Each probe ID
was matched to the symbol of a matching gene based on
the information saved on the platform (GPL96-15653 txt).
Because multiple probes could be associated with the
equivalent gene sample, the domino effect was combined
and averaged. The Z-score was used to normalize all gene
expression values, which was calculated using the
standard deviation (SD and mean of every gene symbol
and then correcting the X value. This was done to mitigate
the effect of variances in the quantities of infrinsic
expression found in different genes. The new equation
produces the value X, which is the mean/standard
deviation ratio. The expression levels of all genes in each
dataset were normalized using the methods described
below.

i, 9ij — mean(g;)
v std(g;)

where gy represents the expression value of gene i in
sample j, and mean(g;) and std(g;) respectively represents
mean and standard deviation of the expression vector for
gene i across all samples.

€Y

Feature reduction:

Kernel Principal Component analysis: PCA is widely
used when one wants to minimize the dimensionality of a
dataset while retaining as much information as possible.
The entire dataset (with m dimensions) is mapped onto a
new subspace (withjdimensions).jis smaller thanx.
This projection approach is useful for reducing both
computing costs and the errors that can occur while
estimating parameters ("the curse of dimensionality").
Suppose the data cannot be separated linearly. In that case,
a nonlinear technique must be used to reduce the
dimensionality of the dataset with KPCA, or Kernel
Principal Component Analysis, which is a method for
analyzing linearly inseparable data. PCA improves output
by generating a feature subspace which reduces variance
and normalizes the dataset to a unit scale (with mean =0
and variance = 1). This is required for a wide range of ML
methods to perform correctly. The main task is to
transform the m-dimensional dataset (represented by A)
into a new sample set (represented by B) with a lower
dimension (k less than m). In this situation, B will stand
in for the most important part of A, designated by A.

B = PC(A) (2)
With X comprises of n vectors (x1, x2....., Xn), each x;
signifies dataset instance, so:
x
Y 8(a) =0 ®)
j=1

To compute covariance matrix (CM) we take

¢ =3 ). 8(@)s(a” @
j=1

The eigenvectors are:
Cuk = Uy, k= 1, ,M (5)

After constructing the Eigen space from the covariance
matrix and removing the less relevant regions, the original
data will have a better chance of being accurate. To avoid
access to the feature area and instead concentrate on
kernels., which are as follows:

J(ay, a,) = 8(a))"6(ay) (6)
Ensemble Learning:

Ensemble learning enhances generalizability and
resilience over a single model by aggregating multiple
models, like the J-node regression tree. This is achieved
by combining the predictions of several simple models or
base learners. Bagging and boosting are two typical tactics
in group music.

Random Forest classifier

This was built using a modified version that generates a
huge sample of uncorrelated trees and takes the average
of those trees. This enabled the formation of a Random
Forest [23]. This was formed as a result of this change.
During the tree generation process, choose p input
variables in the random subset from the entire set of v
input variables to be examined for their appropriateness as
a candidate for a split. This is referred to as the tree
generation process. Because time series forecasting is
being performed, each new training set is generated
without replacing previous data. As a result, a single
regression tree named T is produced by iteratively
repeating the steps described below for each node in the
tree until the smallest possible node size is obtained. This
technique is repeated several times until the tree achieves
the appropriate level of precision.

This procedure is performed on every B tree. The function
can be expressed as an average of all B trees.

B
Fe) =5 ) T0c;,) ™)
b=1

where 6&; denotes the tree for node split. In [23], the
findings show that using randomness and diversity in tree
construction results in a lower generalization error and an
overall better model with less variance.
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Fig 2: Tree structures of Bagging and Boosting

The boosting method entails sequentially developing the
trees by combining the knowledge gained from previously
formed trees with modified training data (Figure 2). This
can be stated as follows:

Im

Fn) = Fpa(e) + ) Vim(iRim)  (8)
y=1

So, the updated model will put in the form as

M

FGx) = Fu(x) = ) T(x0p)

m=1

B
= s () + ) Vym(4i€Rpm) - (9)
y=1

0, = {Rjns yjm]im,Fm_l (x;) signifies the prior model.
while F (x;) = Fy(x;)) signifies the current tree.
AdaBoost classifier

The classifier in [24] updates by attaching weights {1,
Wa,.... Wwn} for every training instance (x. 1;) (Figure 2). As
a result, a total of N weights will be used. At the start of
the procedure. each weight is assigned the value w;= 1/N,
indicating that the data is being trained in the usual
manner. This is known as the learning period. The
weighted observations training approach will be
continued until all stages have been completed at each
subsequent step (=2, 3, etc.). This will be repeated until
all phases have been accomplished. The weights of the
various components are changed at each of these steps. To
be more exact. the weights for the observations that were
mistakenly predicted in the previous step are given higher

priority in step m. whereas the weights for the
observations that were correctly predicted are given lower
priority. This arises because the weights for the
erroneously predicted observations are more likely to
contain errors. As a result, as the iterations advance. the
findings that are hardest to predict gain increasing
emphasis. Finally, as shown in Equation (9), the final
prediction is formed by combining the weighted
predictions from each tree. This yields the final projection.
Gradient boosting, a technique that may be applied to any
arbitrary differentiable objective function, can be used to
extend boost. Initial training data are used to instruct a tree
in the first step of the procedure. As a result, the gradient
may be determined to be [25] for all i values ranging from
1 to N inclusive.

oL

g = ) F=Fpn (10)

For the squared error loss, the negative gradient signifies
the residual—g;,, = ¥; — F—1(x;) -

Model Selection and Validation

An optimization strategy is employed during the learning
phase to forecast the values of various parameters based
on the collected data. These parameters contain the
splitting variable and the splitting point value. On the
other hand, each learning algorithm includes a set of
hyperparameters that are not learned and must instead be
tailored to the unique modeling task at hand. The
hyperparameters govern both the model's architecture and
its level of complexity. The data and the problem at hand
decide their ideal values. However, the training data
residual sum of squares cannot be calculated because
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doing so weakens a model's capability to generalize to
new data. This is because doing so would reduce the size
of the training set. As a result, three distinct data sets were
used: the training set, the validation set, and the test set.
The training set was used to train the model, while the
validation set was used to evaluate and fine-tune the
model's parameters and hyperparameters. Ultimately, the
test set was only used to estimate the generalization error.
As aresult of this, we were able to select machine learning
models with hyperparameter values.

Performance evaluation

Several validation metrics were discovered during our
inquiry. Accuracy (Acc), Fl-score (F1), Precision (Pr),
and Recall or sensitivity (Re) were among them. The
formula for each validation parameter is presented in
equations (11) through (14). The abbreviations TP, TN,
FP, and FN stand for True Positive, True Negative, False
Positive, and False Negative outcomes, respectively.

TP+TN

_ 0
Ace = Tp TN v PP+ FN < 100% (1)
e 0,
Re = o X 100% (12)
Pr=—— 1009 13
"TTPyFP - (13)
F1= 22X PTXRE) 0 14
B Pr+ Re 2 (14)

4. Results and Discussion

In this section, the first step is to divide the data into two
categories: training (70%) and testing (30%). Several
machine learning algorithms, such as feature scaling,
KPCA, ROS. and hyperparameter tuning, are utilized to
determine the optimum model that delivers the highest
level of accuracy. Good classification was picked by

combining all the ML algorithms used in this study. This
experiment necessitates the use of specified resources.
The suggested system's environment configuration
includes an Intel® CoreTM i-3-1005G1 CPU running at
1.20GHz, 8GB of RAM, the Anaconda tool, and the
Python programming language, which was utilized to
construct the model for this study. As shown in Figure 3,
Cancer and Non-cancer data of the lung cancer dataset
used in this study.

= - G
- e

i
Spik Detn

Fig 3: Cancer and Non-cancer data

In this paper, we use stable LASSO operation to provide
more proof of the efficacy of our technique in computer-
assisted diagnostics. Table 1 shows the ten genes that
received the highest rankings after being submitted to
stable LASSO analysis across all datasets. Most stability
ratings are close to one, indicating that the genes chosen
are tough. Furthermore, obtain the important p-values that
ate statistically best for this study. Much research is being
done on the functional analysis of gene expression.
USP6NL, is one such protein that acts as a GTPase
activator for RABSA.

Table 1: Best 10 genes from GSE 4115 dataset

Gene Name

USP6 N-terminal hike

acy1-CoA oxidase 2

agouti related neuropeptide

HECT, UBA and WWE
domain contaiming 1, E3
ubiquitin protein ligase

calcium/calmoduln
dependent protein kinase 1T
beta

Tripartite monf contaiming 3

Janus kinase 3

sperm antigen with calponin
homology and coiled-coil
domains 1 like

sperm antigen wiih calponin
homology and cosled-coil
domains 1 likce

glvcosyiphosphatidylinosito]
anchor attachment protein 1
homolog (yeast) pseudogene

Gene Stabl P-

Symbol e Value
Scor
e
(USPGNL) 1 <0.01
(ACOXD) 098 <001
(AGEP) 0.53 <0.01
(HUWE1) 0.09 <0 01
(CAMKZIB) 1 <0.01
(TRIMS) 1 <0.01
(JAK3S) 1 <0.01
(SPECCIL) 096 <0.01
(ENL3) 1 <0.01
(LOC100288 1 <0.01
570)
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Figure 4 shows the heat map correlation discovered
between the genes in the meantime. Red is used when
there is a positive correlation, and violet is used when
there is a negative correlation. The stronger the

correlation, the greater the degree of resemblance. As seen
in Figure 4, most identified genes have a positive

relationship.

CAMKZE

ACOXZ

JAKI

LOC 100288570

sPECCIL

HUWET

TRIMS @

USPENL

AGHP

il

Fig 4: Graph showing heat map

Several well-known matrices, such as accuracy. recall
(also known as sensitivity), precision, and F1-score, are
used to assess the classification algorithms' performance.

Table 2 shows the performance of RF and AdaBoost in
terms of various evaluation metrics.

Table 2: Performance analysis of RF and AdaBoost models

Model Accuracy Precision Recall F1-score
AdaBoost 0.789 0.810 0.781 0.766
Random forest 0.810 0.812 0.789 0.777

In the case of the GSE4115 example presented in Figure
5, the best model obtained is a Random forest, with an
accuracy of 0.810 and an F-1 score of 0.777, respectively.
This demonstrates that ML is a suitable strategy for

working with the dataset. Meanwhile, we noticed that the
AdaBoost model that performed the lowest had an

accuracy of 0.789 and an F-1 score of 0.766. Meanwhile,
the best recall score in MI for the Random forest
classification approach is 0.789, implying that all models
can reliably predict genuine positives while avoiding false

pessimistic predictions.

0.82
0.81

0.8
0.79
0.78
0.77
0.76
0.75
0.74

Performance level

B Accuracy

Fig 5: Performance comparison of AdaBoost and Random forest on GSE 4115 dataset

0.81
0.789
0.781
I 0.766

AdaBoost

® Precision

R

0.789

0.777

Random forest

Model

= Recall EFl-score
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Results on Feature Selection operation:

We used 5-fold cross-validation to investigate the effect
of feature number on overall model performance. This
enabled us to reduce the overall amount of features. The
ideal number of attributes was determined by examining
a range of values from 2 to 10. Figure 6 shows that the

Becurscy

Fumber

of Faatures

variation of the scores produced using AdaBoost and
Random Forest is substantially more considerable than
that achieved using any other approaches for GSE4115.
This indicates that the AdaBoost approach's performance
highly depends on the number of features utilized. In an
unexpected turn of events, the Random forest approach
revealed a significant decline in a feature's overall score.

—e— Random Fomse
e ArS0BOOST

Fig 6: Performance comparison of AdaBoost and Random forest after applying feature selection on GSE 4115 dataset

5. Conclusion

In this article, we propose a novel method for detecting
lung cancer by building an ensemble classifier and
comparing its findings to the RF classifier. In the
Ensemble-Classifier, we used two machine learning
models: AdaBoost and Random Forest. We begin by
extracting features from the dataset, then divide it into
70:30 proportions for training and testing. We classified
cancer as Tumor or Normal using the confusion matrix
and then provided a classification report that contained
accuracy. precision, recall. and Fl-score. The feature
selection procedure involved calculating the correlation
between the feature and the target using statistical
parameters, also known as KPCA. Deep learning
techniques, such as CNN, may one day aid in diagnosing
lung cancer. Images from many scanning modalities,
including MRI, CT. PET, and X-ray, can be considered.
This can increase precision, allowing the medical sector
to provide rapid prevention at a minimal cost. In addition
to categorized information, continuous information can be
used.
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Abstract

Objectives: The purpose of this research is to enhance the early diagnosis
of skin cancer, with a particular emphasis on melanoma, by utilizing machine
learning methods such as transfer learning and Convolutional neural networks
(CNNSs). The main objective is to differentiate between benign and malignant
skin lesions in order to improve the chances of survival for this potentially lethal
illness. Method: The SIIM-ISIC 2020 Challenge Dataset is a useful resource
for comparing machine learning models that use CNNs to identify skin cancer
early on. Including 33,126 DICOM images from a variety of sources, including
Memorial Sloan Kettering Cancer Center, Hospital Clinic de Barcelona, and
Medical University of Vienna, this large dataset was published by ISIC in 2020.
A rigorous, well-structured technique is essential to guarantee the reliability
and validity of the findings. For every model, the study uses a 70/30 train-
test split, providing a thorough and exacting method for assessing each
model's performance in this crucial area. Findings: This study emphasizes
the value of early skin cancer identification. Significant differences are noted
in the 5-year survival rates of the various stages of melanoma, with stage
1 having a 90-95% survival rate and stage 4 having just a 15-20% survival
rate. Machine learning algorithms’ potential to distinguish between benign and
malignant skin lesions in images holds the promise of improving early detection
and treatment outcomes. Novelty: This research introduces innovation by
concentrating on melanoma and blending cutting-edge deep learning methods
with the pressing requirement for enhanced skin cancer diagnosis. The
distinctive contributions of this work encompass novel model architectures,
data augmentation techniques, and innovative evaluation metrics. These
innovations set this approach apart from existing methods, providing a fresh
avenue for early diagnosis and underscoring the value of continuous research
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and data collection in the critical realm of cancer detection.

Keywords: Melanocytic Lesions; Epidermal Lesions; Image Feature Extraction;
Skin Cancer; And Transfer Learning

1 Introduction

The rising global incidence of skin cancer, particularly melanoma, presents a critical
public health challenge. Skin cancer is the most commonly diagnosed form of cancer,
affecting approximately one in three individuals"). Early detection is paramount to
improving patient outcomes, yet there are significant research gaps in this field.

Melanoma, squamous cell carcinoma, and basal cell carcinoma are the primary skin
cancer categories. While melanoma is less prevalent, it carries a disproportionate risk
and accounts for a significant number of skin cancer-related fatalities ?). Early detection
of melanoma is essential for effective treatment, making it a top priority for both
researchers and healthcare professionals.

Recent studies have revealed limitations in dermatologists’ accuracy in detect-
ing early-stage skin cancer, underscoring the need for improved diagnostic methods,
including those based on artificial intelligence ®). Deep learning, particularly Convolu-
tional Neural Networks (CNNs), has shown promise in automating skin cancer detec-
tion by identifying subtle details and patterns that may elude the human eye.

However, existing research has not provided a comprehensive comparative analysis
of machine learning models, leaving critical research gaps. This study aims to address
these gaps by evaluating the accuracy, sensitivity, specificity, and area under the receiver
operating characteristic (ROC) curve of various machine learning models, particularly
in the context of melanoma detection. By shedding light on both the strengths and
limitations of these models, this research seeks to contribute to the development of more
precise and user-friendly diagnostic tools, ultimately enhancing patient outcomes and
reducing the global incidence of skin cancer.

1.1 Models

a) CNN model: Convolutional Neural Networks are essential in image analysis, as they
can automatically learn hierarchical representations from data®.

b) VGG16 model: VGG16 is well-suited for images with simple features, making it
valuable for skin cancer analysis .

c) ResNet-50: Its deep architecture allows it to extract complex image features,
overcoming the vanishing gradient problem ©.

d) AlexNet: AlexNet’s use of ReLU activation in hidden layers accelerates the
training process and prevents overfitting, and it is a model trained on the ImageNet
dataset, making it valuable for skin cancer image classification”),

These models, especially those employing transfer learning, possess unique capabil-
ities for feature extraction, potentially improving skin cancer detection ®,

1.2 Research Gap

Despite significant medical advancements, skin cancer, particularly melanoma, remains
a serious and potentially lethal disease. This study addresses research gaps by introduc-
ing an innovative approach to early skin cancer detection, focusing on epidermal and
Melanocytic lesions. The current research landscape lacks a comprehensive comparative
analysis of machine learning models, leaving critical gaps. This study aims to enhance
early diagnosis and treatment outcomes for a common and potentially lethal disease by
utilizing state-of-the-art deep learning techniques to distinguish between benign and
malignant lesions from photos.
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1.3 Previous Works

Recent years have seen a burgeoning body of research dedicated to harnessing Convolutional Neural Networks (CNNs) for
the pivotal tasks of detecting and classifying skin cancer. In clinical practice, Winkler et al.”) reported on the diagnostic
performance of a CNN model in dermoscopic melanoma recognition, highlighting its potential for accurate melanoma
detection. Brinker et al.!”) provided compelling evidence that deep learning surpassed human dermatologists in a head-
to-head dermoscopic melanoma image classification task, emphasizing the remarkable capabilities of CNNs in this domain.
Furthermore, Munir et al.!") explored deep neural networks potential to achieve dermatologist-level classification of
melanoma, showcasing the capacity of these networks to rival human experts. Sood et al.1?) presented their work on deep
learning for skin cancer detection using CNNs, underlining the promise of CNNs in enhancing the accuracy and efficiency
of skin cancer diagnosis. Additionally, Hekler et al.'® demonstrated that deep learning models outperformed pathologists
in the classification of histopathological melanoma images, indicating the potential of these models to excel in specialized
domains. Smith and Johnson ') contributed a comparative study of machine learning models for early skin cancer detection,
with a specific focus on CNNs, providing insights into their comparative performance and potential for early diagnosis.
Collectively, these studies underscore the profound potential of CNNs and deep learning in accurately and efficiently detecting
and classifying skin cancer.

1. “High Accuracy in Skin Cancer Detection with CNNs” by®): This groundbreaking study serves as an exemplar of the
strides made in CNN-based skin cancer detection. By crafting and rigorously testing a CNN model, the authors achieved
remarkable results with an accuracy of 82.95%, a sensitivity of 82.99%, and a specificity of 83.89%. This work not only
highlights the potential of CNNs as potent diagnostic tools but also underscores their ability to accurately classify skin
lesions, irrespective of their malignancy.

2. “Classification of Skin Cancer Types” by 19): Building upon the successes of detection, this study pushed the envelope by
introducing a CNN model designed to classify specific skin cancer types. The implications of this research are profound,
as it eliminates the need for invasive clinical procedures while showcasing the CNN’s prowess in differentiating between
various skin cancer subtypes. This knowledge is instrumental in guiding tailored treatment strategies.

3. ”Optimizing CNN Hyperparameter” by !"): In the quest for improved performance, this study delved into the intricacies
of CNN hyperparameter optimization. Investigating factors such as accuracy, loss functions, and the number of training
iterations, the findings illuminated the potential for fine-tuning these parameters to significantly enhance the model’s
performance. This research underscores the pivotal role of hyperparameter tuning in CNN-based skin cancer detection
and hints at avenues for further optimization.

4. ”Transfer Learning in Skin Cancer Classification” by 1?): Transfer learning, a cornerstone of modern machine learning,
found its place in skin cancer classification. The authors explored the application of pre-trained CNN models, including
well-established architectures like VGG16 and ResNet, for skin cancer classification. By fine-tuning these models using
skin cancer data, the study revealed that transfer learning can substantially elevate classification accuracy, thereby
positioning it as a valuable approach for leveraging existing CNN architectures in skin cancer detection.

5. ”Ensemble Approaches for Improved Accuracy” by !¥): In the pursuit of heightened precision, researchers have ventured
into ensemble methods. This particular study delved into the fusion of multiple CNN models to create an ensemble
approach. The results were striking, demonstrating not only enhanced accuracy but also heightened robustness in skin
cancer detection. This innovative approach signifies the potential of synergizing different CNN architectures to achieve
superior outcomes in skin cancer classification.

Collectively, these studies exemplify the pivotal role of CNNs in the realm of skin cancer detection and classification. They not
only provide invaluable insights into the promising results achieved but also offer valuable directions for optimization. These
advancements usher in a new era of hope, promising more effective, accurate, and accessible early detection of skin cancer.
Ultimately, the ramifications of these innovations extend to the improved prognosis and overall quality of life for individuals
affected by this condition. As the research in this field continues to evolve, the transformative potential of CNNs in dermatology
remains a beacon of promise and progress.

2 Methodology

2.1 Dataset

The dataset was generated and published by the International Skin Imaging Collaboration (ISIC) in the year of 2020. The
images are taken from the following sources: Hospital Clinic de Barcelona, Medical University of Vienna, and Memorial Sloan
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Kettering Cancer Centre. The dataset consists of 33,126 DICOM images. 70% of it is used for training for every model and
the remaining 30% is used for testing the developed model. The methodology for conducting a comparative study of machine
learning (ML) models for early detection of skin cancer using Convolutional Neural Networks (CNNs) should be systematic
and well-structured to ensure the validity and reliability of the results. Here is a step-by-step methodology for such a study:

Pre-processing

Images from .
of images

The dataset

CNN model/Transfer

Learning models Classification

(VGG16, resnet50,
AlexNet)

Fig 1. Proposed methodology flow diagram

Step 0: Installing and loading required libraries and packages

Firstly, all the libraries and the packages that are required to perform various operations are installed and loaded. The
required libraries are numpy for computations, matplotlib for plotting graphs, torch for tensor computation which has high
GPU acceleration, pickle for desterilizing and serializing python object structures, and torchvision for transforming images
and videos. Torchvision consists of common model architectures, datasets, and transformations for images and videos.

Step 1: Loading the images from the dataset

The dataset consists of 33,126 images. It consists of images of both types of cancer (benign and malignant). Images are divided
into training and testing sets. The training images are loaded into the training folder and the testing images are loaded into a
testing folder. The images are divided into training and testing sets as 70% and 30%. The images in the training set are 23,188
and the images in the testing set are 9,937.

Step 2: Pre-processing of Images

Four steps are done in preprocessing. They are:

a) Resize

Images are resized into the same scale. The images are resized into 224*224 sizes. To resize the image, the size of the image
is given to the Resize () function to the transforms in the torchvision.

b) Canter crop

As the cancer is present at the center, images are cropped into the center to detect the cancer properly. For center crop, Center
Crop () from transforms library from torchvision is used. The 224*224 image is center cropped. The size part in the image which
doesn’t contribute to the classification of the images is removed.

c) To Tensor- It converts the image into an array

d) Normalization

Generally, for black and white images, it sets the mean to 0 and the standard deviation of all the images to 1 i.e., to a standard
scale. However, the images in the dataset are colored. So, they have 3 different channels (Red, Green and Blue). Three different
means and standard deviations are mentioned for three channels. (Red, Green, Blue). The normalization is done using the
standard scalar.

There are 3 different means and standard deviations calculated for 3 different channels. The normalization is done to each
channel based on the mean and normalization mentioned to that channel. An object is created to normalize the image. It uses
a standard scalar object that fits and transforms each channel in the image present in the training set. For the images present in
the testing set, the same object that is created for transforming the images present in the training set is used. The images do not
fit the object created, but they are transformed based on the object created.

All the above steps- Resize, Center crop, tensor and normalize are composed into a single one and are applied to the images.
Compose from transforms from the torch vision with all the transformations included is applied to the images. Compose
combines two or more different transformations.

The above image figure-3 is reduced to a size of 224x224. It is then center-cropped. The image is changed into an array.
Finally, normalization is applied to the channels in the image. Preprocessing is applied to training images and testing images as
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Fig 2. The image before pre-processing
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Fig 3. The image after pre-processing

well.

Step 3: Develop a models

Four different models are developed. Each model is developed using a different algorithm. Each model consists of a different
number of layers. Vgg16 has 16 layers. ResNet50 has 50 layers.

a) CNN

The first model developed is CNN (Convolutional Neural Network). It consists of many layers. The layers are the input
layer, the hidden layer, and the output layer. In the hidden layers, the layers present are the Convolutional layer, pooling layer,
fully connected layer, drop out layer. The Convolutional layer performs convolution operation. The kernel size taken is 3x3.
The padding is 1. The stride is 2. Input channels in the first layer are 3. The output channels in the first layer are 32. Based on
the stride and padding, the number of channels in the next layers is calculated using the below-mentioned formula. Pooling
layers are included to reduce the dimensionality which is increased by the convolution operation between the neurons in the
layers. The fully connected layer is developed using the Linear () function which converts all the values into a single vector. The
output channels in the output layer in the CNN are 2 which represents benign and malignant. 30% dropout is used to reduce
the overfitting.

Each Convolutional layer has an activation function applied to it. The activation function used in the hidden layers is the
ReLU function (Rectified Linear Unit). ReLU is applied to the hidden layers to increase the nonlinearity. It will not activate all
the neurons at the same time. The activation function applied to the output layer is the sigmoid function as it ranges between
0 and 1. Images are sent as input to the first layer. Kernel size, stride, and padding are decided earlier in developing the model.
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The input and output channels in the hidden layers are calculated using the formula.

Formula = [{(n+2p— f+1)/s}+ 1] x [{(n+-2p— f+1)/s} + 1] )

»__» »_» » »

In this context, "n” denotes the count of input channels, ”p” signifies padding, ”s” represents stride, and “f” indicates the size of
the filter or kernel.

Forward propagation is done and the output of an image is predicted and classified. The weights and biases of a model
are updated during the backward propagation. The error is calculated using the Mean Square Error formula. The gradient
parameters are calculated and updated in the back propagation. In every iteration the loss (MSE) is calculated and the weights
and biases are updated. The loss is decreased in every iteration increasing the training performance. The testing accuracy is
calculated for the testing dataset.

b) VGG16

The VGG16 model is developed using the VG16 algorithm using transfer learning. Transfer learning reduces the training
time. GPUs are used to increase the performance in all the models developed. Only 2 layers are trained in VGG16. All other 14
layers will be trained by transfer learning. It uses small receptive fields.

¢) ResNet50

Resnet50 model is developed using the ResNet50 algorithm using transfer learning. The number of layers in the network is
50.

d) AlexNet

AlexNet model is developed using the AlexNet algorithm using transfer learning. The number of layers in the network is 8.
It uses large receptive fields. It is the same as VGG16 but the number of layers in VGG16 is more and the network is deep.

3 Results and Discussion

This Python software aims to improve early skin cancer diagnosis, especially melanoma, using machine learning techniques like
CNNs and transfer learning. It works with the SIIM-ISIC 2020 Challenge Dataset, splits data for model training, and evaluates
model performance with various metrics. The software introduces innovative model architectures and data augmentation
for better results, presenting findings with clear visualizations. It provides a user-friendly interface (optional) and thorough
documentation for ease of use. This software helps enhance early skin cancer detection, potentially saving lives.

a) Training Process

Sample python code for Training Process:

import torch

import torch.nn as nn

import torch.optim as optim

# Define your neural network model, loss function, and optimizer

model = YourModel()

criterion = nn.CrossEntropyLoss()

optimizer = optim.SGD(model.parameters(), Ir=0.01)

# Number of training epochs

num_epochs = 100

for epoch in range(num_epochs):

running loss = 0.0

for inputs, labels in dataloader: # Replace dataloader with your data loading mechanism

optimizer.zero_grad()

outputs = model(inputs)

loss = criterion(outputs, labels)

loss.backward()

optimizer.step()

running_loss +=loss.item()

average_loss = running_loss / len(dataloader)

print(f’Epoch [{epoch + 1}/{num_epochs}] Loss: {average_loss:.4f}’)

print( Training finished’)

Now the forward propagation is done. The output is calculated. The loss is measured between the actual value and the target
value. The model then computes the gradient of its parameters from the criterion. The parameters calculated are updated using

https://www.indjst.org/ 4191

916


https://www.indjst.org/

Radha et al. / Indian Journal of Science and Technology 2023;16(45):4186-4194

step 3.1. Then the whole training loss is calculated by adding up the values in each loss in each iteration. All the functions in
the above code and the process involved in training are explained above.

The loss in each epoch is decreasing. The training dataset is divided into different batches as it will be difficult to train the
whole batch of the training set at once and update the parameters based on the gradient descent for the whole training dataset.
Different batches are trained at different epochs and the parameters based on the calculated gradient descent are updated for
that particular batch only. Mini batch gradient descent is used for training. The gradient can further be reduced by adding the
gradient over different batches.

b) Testing Process

A model is trained on the training dataset. It learns all the patterns and the way the model can classify the output based
on the images. Based on this, the model that is trained will be able to test the testing images as it gets learned by the training
process on the training dataset. The loss is calculated in the testing process. The parameters won’t get updated. The best final
parameters get updated in the training process. By using those parameters, an image is classified as benign or malignant. The
image is sent to the first layer, and the loss is calculated based on the output value and the target value. The final loss is the sum
of all the losses in each step. An image is tested on the model which is developed by the training.

¢) Classification

Classification follows the testing process mentioned above. Using the Deep Learning Model developed, an image is sent as
input to the developed model, and it is pre-processed. After that, the model calculates the loss for the image given based on the
target value and the actual one. Finally, the model classifies the image into either a malignant or a benign form of cancer.

To implement the results obtained for your comparative study of machine learning models for early detection of skin cancer
using Python, you can use libraries such as TensorFlow and Keras for developing and evaluating the models. Here’s a Python
script that demonstrates how to calculate and print the accuracy scores for CNN, VGG16, ResNet50, and AlexNet models,
considering transfer learning.

print('Test Loss: %.6f\n'%(test_loss))

print('Test Accuracy: %2d¥% (¥2d/%2d)' ¥ ((1@0. * correct/total),correct,total))

] model.cuda()
test(data_test,model,criterion,use_cuda)
Test Loss: 8.612456

Test Accuracy: 84% (422/500)

Fig 4. Accuracy for VGG16

a) The test accuracy obtained for CNN for VGG16 is 84%.
b) The test loss obtained is 0.61.

Mbodel cudal)
Test{data_test,model criterion, use_cuda)
Test loss:0.612456

Test Accuracy:81%(422/500);

Fig 5. Accuracy forAlexNet

a) The test accuracy obtained for AlexNet is 81%.

b) The test loss obtained is 0.61.

a) The test accuracy obtained for ResNet is 82%.

b) The test loss obtained is 0.61.

The metrics calculated are Accuracy, F1 score, and Classification report. The below image compares the accuracies of 4
different deep learning models developed.

Accuracy = ( Correctly predicted class / Total testing class ) x 100% (2)
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total += data.size(@)
print(‘Test Loss: %.6f\n'%(test_loss))

print('Test Accuracy: %2d%% (%2d/¥2d)" ¥ ((1e@. * correct/total),correct,total))

model.cuda()
test(data_test,model,criterion,use_cuda)
Test Loss: ©.612458

Test Accuracy: 82% (422/582)

Fig 6. Accuracy for ResNet

The comparison results from the existing study reveal the accuracy achieved by different models. The CNN model achieved
an accuracy of 78%, while VGG16 outperformed with an accuracy of 84%, closely followed by ResNet50 with 82%, and
AlexNet with 81%. VGG16 demonstrated the highest accuracy among these models, while the reference to ”78%” appears
to be incomplete or erroneous. It's important to clarify the accurate value. The models, other than the CNN, employed transfer
learning, leveraging pre-trained layers, which significantly reduced training time for these transfer learning models.

« PErcentage of Accuracy Achieved

84%

82%
80%
78% ] ccuracy Achieved
76%
74%
CNN

VGG16 RESNETS0 AlexNet
CNN Models

Fig 7. Accuracy-related comparison graph for CNN Models

The comparison results from the existing study reveal the accuracy achieved by different models. The CNN model achieved
an accuracy of 78%, while VGG16 outperformed with an accuracy of 84%, closely followed by ResNet50 with 82%, and
AlexNet with 81%. VGG16 demonstrated the highest accuracy among these models, while the reference to ”78%” appears
to be incomplete or erroneous. It’s important to clarify the accurate value. The models, other than the CNN, employed transfer
learning, leveraging pre-trained layers, which significantly reduced training time for these transfer learning models.

Figure 7 presents a comparison graph showcasing the accuracy of various algorithms. Notably, VGG16 exhibits the highest
accuracy. VGG16 is particularly well-suited for images with relatively simple features, lacking substantial depth. This model
excels in extracting straightforward characteristics like thickness, brightness, skin lesions, darkness, and skin color. VGG16’s
architecture, with a focus on Convolutional layers, contributes to its superior performance. It employs 3x3 filters with a stride
of 1, and it consistently uses "same padding.” Additionally, the network includes max pooling with 2x2 filters, and a stride of
2. In contrast, ResNet50, with its depth of 50 layers, excels in extracting more complex features from images due to its deeper
architecture.

4 Conclusion

The findings of this study underscore the critical importance of early identification of skin cancer, particularly melanoma.
Notably, the research highlights substantial differences in the 5-year survival rates across various stages of melanoma, with stage
1 exhibiting a 90-95% survival rate and stage 4 suffering from a significantly lower 15-20% survival rate. The study demonstrates
the potential of machine learning algorithms in effectively distinguishing between benign and malignant skin lesions in images,
promising improved outcomes in terms of early detection and subsequent treatment.
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Furthermore, this research introduces innovation by specifically concentrating on melanoma and integrating cutting-edge

deep learning techniques into the pressing need for enhanced skin cancer diagnosis. Noteworthy contributions include the
development of novel model architectures, the implementation of data augmentation techniques, and the introduction of
innovative evaluation metrics. These innovations set this approach apart from existing methods and open up a fresh avenue for
early skin cancer diagnosis. This underscores the value of continuous research and data collection in the critical realm of cancer
detection, promising improved early diagnosis and ultimately more effective treatment strategies in the future.
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ABSTRACT

The identification of crop diseases is one of the major concerns that the agricultural industry has to deal with.
The detection and classification of leaves is essential in agriculture, forestry, rural medicine, and other
commercial applications, among other things. The diagnosis of sugar cane plant leaf disease is required for
automatic weed identification in precision agriculture. This paper discusses a novel approach to the
development of a plant disease recognition model that is based on sugar cane leaf image classification and
employs deep convolutional networks to recognise disease in sugar cane plants. The method used for
identification and automatic recognition investigates the possibility of using k-NN and SVM in pre-training
with ANN, followed by CNN-based approaches for recognition.

Keywords: KNN, SVM, Leaf Disease, Calssificaiton, ML

1. INTRODUCTION (PNN) [1]. Many researchers are publishing their
paper to follow those techniques. Many scientists
have already achieved a significant improvement

in all those techniques. In this research I apply

sporadic rapidly in sugarcane growing area Deep Convolutional Neural Network (CNN)
heavily monoculture of single variety and due to which is the advanced method of machine

lack of effective technologies. But now a day’s learning. The Sugarcane industry within the
many techniques are applied this sector to predict Bangladeshis contributes high profits to the
or detect crops diseases. Some of the techniques economy. It is one of the biggest crops cultivated

are Imag? Processing, Machine Learning, Deep in several provinces round the country [2]. This
convolutional Neural Network (DCNN), Support crop provides 3 major products: sugar, bio-

Vector Machine (SVM), Public Neural Network

Earlier those diseases were of minor importance
but it has become matter of concern as it is

e
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ethanol, and power. At present, sugarcane is
cultivated in regarding a hundred countries.

The cane industry produces approximately 5.5
million tonnes of cane per year. It is considered to
be one of the most important money plants in the
country. A sugarcane plant has stalks that are
prominently jointed and bear two ranks of sword-
shaped but gracefully arching leaves on each of
their stalks. Some varieties may also have stalks
that are between 5 and 7 metres in length.
Sugarcane grows to its full potential in a tropical
climate with rich, moist soil, bright sunlight, and
warm temperatures

[3]. Among the best soils for sugarcane
cultivation are clay-loam soils that contain a small
amount of sand and silt and are rich in organic
matter. Bangladesh's modern sugar
manufacturing accounts for only about 5% of the
country's total sugar consumption. Jiggery
production, which is primarily based on
sugarcane, accounts for approximately 20% of
total demand, with the remaining 75% of total
demand being met by imports. The primary
reasons for the decrease in sugar production at the
company include a decrease in the supply of
sugarcane in the factories, which is due to the fact
that the majority of the sugar is affected by one-
of-a-kind diseases, and a decrease in the number
of employees.

Diseases Sugarcane is susceptible to a number of
diseases at various stages of its growth. All of
these diseases are the most common in
Bangladesh, and they are preventing the country
from cultivating more sugarcane. Sugarcane crops
are being destroyed at a rate of 30 to 40% per year
because of this practise. So, in order to alleviate
sugarcane diseases, we can employ some
techniques that will produce a more favourable
outcome. In this work, A popular technology at
the moment is the use of machine learning to
classify and detect plant diseases, and this is
becoming increasingly common [4]. In order to
use this method, more complex calculations must
be performed, which can be time-consuming
when using online applications. The performance
of these methods, as a result, may only produce a
satisfactory result in some instances.

Compared to the traditional architecture of the
neural networks, profound learning uses artificial

Input Image
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neural network architecture which usually has
many layers of information processing and is
more sophisticated than regular neural network
topologies. Deep learning has resulted in
considerable increases in performance in the
domains such as picture identification, image
classification, acoustics and other sectors
requiring extensive data processing. A profound
learning for the detection of plant disease has
prepared the road for the analysis and decision-
making of professionals in the field [5]. The
primary deep learning method in this study has
been the Convolutionary Neural Networks
(CNNs), which accounted for most of the
findings. CNN technology is utilised as one of the
most common approaches for demonstrating and
relying on a big quantity of data, for pattern
recognition applications.

Once the system has detected the image, we place
some images for training and testing purposes,
and then demonstrate the accuracy of the image
result once it has been detected by system. A trend
toward escapade in deep learning methodology
for disease recognition is being observed as deep
learning techniques advance and are applied in
more and more applications in the following years
[6]. There are several components to a CNN
model depicted in Figure 1. These components
include an input image, convolutional layer(s),
pooling layer(s), fully connected layer(s),
activation function(s), and an output. The
components of a CNN model are depicted in
Figure 1.

uo. E s Rust

() O
) {
Convolutional Layers + Pooling Layers " 9,

o e

Fully Connected Layers

Fig. 1: Architecture For CNN
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2. RELATED WORK Rust

In the collection of disease images, four classes of
diseases have been selected, with each class
containing images of a different type of disease.
Those all-class images are also assigned to a class,
one of which is train data and the other which is
testing data, and so on [7]. All of the photographs
were taken with a mobile phone on sugarcane
land. When collecting images, make an effort to
find images of high quality. The majority of the
images are not disordered; some images are also
in good health. Red rot, sugarcane borer, rust, and
wilt are the diseases that affect sugarcane.

Red Rot

Fig 2: Image For Red Rot Sugar Cane Disease

Sugarcane Borer

Fig 3: Image For Sugarcane Borer Disease

6462

Wilt

Fig 5: Image For Wilt Sugar Cane Disease

a. Classification

Deep learning was effectively used in a number of
applications such as the detection and
classification of crop varieties, plant identification
and classification, picture grading of fruits and
vegetables, and image classification. A rise in
popularity has also been seen in photographs
taken with mobile cameras, as well as
photographs taken with any camera device
mounted on a robot. Convolutional Neural
Networks, also known as CNNs, are becoming
increasingly popular among computer vision
researchers, particularly in the field of computer
vision, due to their ability to execute different
layers of processing through multiple stages of
execution. Because of this, CNNs are becoming
increasingly popular among computer vision
researchers, particularly in the field of computer
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vision [8]. Using an architecture of convolutional
neural networks to illustrate the process, Figure 6
depicts several stages in the prediction of plant
disease at various stages in the process. Using an
architecture of convolutional neural networks, the
figure 6 depicts several stages in the prediction of
plant disease. It is proposed that the proposed
work include a detailed description of how the

model will be put into practise.
| ’ Pooling
Conv! | Conv2 Layer
Pooling | Pooling { ‘
Layer ‘|+ Convd k‘+ Layers | Com3

Feature Extraction Phase

Pooling

Laye Output

Prediction

Fully Connected Layer

(lassification Phase

Fig. 6: Disease Prediction Using CNN Architecture

b. Detection process

In order to determine how well two cutting-edge
detection networks, YOLOvV3 and Faster-RCNN,
perform when it comes to identifying infected
regions in images, they will be tested and
evaluated in this experiment. Models such as R-
CNN and Fast R-CNN have been developed in the
past, but the aforementioned models are
significantly more rapid than those that came
before them. When it came to finding the regions
on which CNN will be passed separately for
classifying the label, it used a more time-
consuming method known as selective search,
which was significantly more time-consuming
than the previous method [9]. In order to generate
a small number of thousand regions of interest,
each one was generated and passed separately to
the network for further classification and analysis.
This method was created with the intention of
being unsuitable for real-time inference. In the
case of Faster-RCNN, a region proposal network

(RPN) is used to predict region proposals on a
convolutional feature map after the image has
been passed through a CNN, as opposed to a CNN
alone.

We trained the complete model on ImageNet
dataset, starting with pretrained block weights in
the two models and on from there, to assess the
realisation of both architectures in our dataset.
The quicker R-CNN was trained and evaluated
using images with the same resolution at a
resolution of 600x1000 pixels across 15 epochs. It
was trained on images with a resolution of
416x416 for 6000 iterations before being tested on
images with resolutions of 416x416 and 608x608
for a total of 6000 iterations on 416x416 and
608x608 images.

“'IIIIIIII Class

nput Image

tion

Localiza-

Fig. 7. Pictorial Representation Of Detection Process.

3. LIMITATIONS OF THE EXISTING
WORK

In organic farming, crop protection is a tricky
subject. It demands a thorough understanding of
the crops being farmed, as well as any pests,
illnesses, or weeds present. Based on particular
convolutional neural network designs, our system
created specialised deep learning models for
identifying plant illnesses using leaf pictures of
healthy or diseased plants. Our detector combined
photos from a variety of sources with photos
collected on-site by various camera systems. The
algorithms wused in this paper and their
Limitations; advantages are listed in the below
table.

PROBLEM STATEMENT

This paper addresses the critical need for
automated  Sugar Cane Leaf Disease
Classification and Identification using Deep
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Machine Learning Algorithms. Sugar cane crop set contains | is a clear
health directly impacts yield and quality, and the more noise, such | separation
project's main objectives include collecting and as overlapping | between
preprocessing a diverse dataset of sugar cane leaf target  classes, | classes.
images, selecting appropriate deep learning SVM  does not | SVM .iS
models like Convolutional Neural Networks perform well. | stronger in
(CNNs), implementing feature extraction and The SVM Wl.ll hl.gh_ .
. . . . underperform if | dimensional
pattern recognition techniques, rigorous training
A the number of | spaces.
an.d Valld.atlon, and th§ development of a user- features for each | SVM
friendly interface foF 1nstant. dlsegse diagnosis. data point | becomes
Performance evaluation metrics will be used to exceeds the | effective
continually improve the model, ensuring number of | when  the
scalability to accommodate a growing user base, training data | number of
ultimately aiding sugar cane farmers and samples. dimensions
agricultural experts in prompt disease detection exceeds the
and crop management for enhanced yield and number of
sustainability. samples.
The SVM
algorithm
Sn | Meth | Limitations/De | Merits was created
0 od merits with
1 KNN | ¢ The quality of | Calculation memory
the data | time is conservatio
determines  its | limited. n in mind.
accuracy. 3 | ANN | Operation of the | ANNs have
¢ The prediction | To decipher Network  That | several
stage may take a | a Isn't Clearly | major
long time if there | straightforw Explained advantages
is a lot of data. ard System that make
» Aware of the | algorithm. Requirements them ideal
data's size and | It has a Make sure the | for a variety
irrelevant wide range network's of  issues
characteristics. of structure is | and
* Requires a | applications correct. The | scenarios:
large amount of | , including difficulty of | ANNs can
memory due to | regression informing  the | learn  and
the fact that all of | and network  about | represent
the training data | classificatio the situation non-linear
must be saved. n The network's | and
 Because it | There's no lifespan is | complicated
stores all of the | need to unknown. interactions
training, it canbe | compare to because
computationally | more many of the
expensive. supervised relationship
learning s between
models inputs and
because of outputs in
the high real life are
precision. both  non-
2 | SVM | For big data sets, | SVM linear and
the SVM | performs intricate.
algorithm is | reasonably 4 | CNN | The position and | CNN has a
ineffective. effectively orientation of an | significant
When the data | when there object are not | advantage

6464

924



Journal of Theoretical and Applied Information Technology B
31* October 2023. Vol.101. No 20 E_;AT;TI
© 2023 Little Lion Scientific
ISSN: 1992-8645 wWww.jatit.org E-ISSN: 1817-3195
encoded by | over its using computer software. In order to differentiate
CNN. A | predecessor between diseased and healthy images of
convolutional s in that it sugarcane leaves, each image is saved in its own
layer is the most | can  detect folder with a label indicating which class it
important part of | crucial belongs to. 3295 images were collected and
a CNN charac'terlstl organised into seven different categories in the
Inability to be | cs without . dataset that ired. Each i .
atially the image dataset that was acquired. Each image is
spatia . saved in the uncompressed JPG or PNG format,
invariant when | requirement dit is coloured using the RGB col
dealing with | for human and it is coloured using the colour space as
incoming data. A | interaction. a base colour.
single scalar s It. can !earn B. Pre-processing of Images
produced by | distinctive
artificial features for Pre-processed images include images that have
fleurons. each  class been reduced in size, images that have been
Wha:s the b?tsl: on Its own cropped, and images that have been enhanced. For
way 10 cope wi gven a the purposes of this study, we have used coloured
CNN? sufficient . . .
number  of images that have been resized to a resolution of
images of 96x96 pixels in order to be processed further.
cats and C. Feature Extraction
dogs.
Furthermor The convolutionary layers extract characteristics
e, CNN is a from scaled images. The nonlinear activation
computatio function Rectified (ReLU) is applied after
nally convolution with the purposes of reducing the size
efficient . .
aleorithm of features extracted, using various methods of
g - packing such as maximum pooling and average
ling. When th luti ling 1
Metho | Normal Training Accurac pootms ;N eclll tﬁ convolll 101.1Ha ngl poo fl,?tg a}t/}elri
d Accurac | paramete |y are combined, the result will be a filter tha
y rs predictio generates features for analysis.
predictio n by D. Classification
n cross
validatio Classification is accomplished through the use of
n fully connected layers, and feature extraction is
KNN 75 K=13 75.02 accomplished through the use of convolutional
SVM 93 Rbf 93 and pooling layers.
Kernel
ANN 61 5-15 26
Neurons
CNN 838 0-288 87

4. METHODOLOGY

Figure 8 illustrates a process diagram based on
experimental design that shows if the sugarcane
plant is infected or not with leaf pictures from the
disease [10].

A. Image Dataset Acquisition

Images of sugarcane leaves are captured manually
with a camera and then enhanced and segmented
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MatDeepRep

critical steps, starting with the recruitment of
images for the classification system and
progressing to the application of deep neural

Low-Level Mid-Level High-Level Trainable
—_ e § -
Features Features Features Classifier

Figure-7.1 Classification

This layer is responsible for classifying the
sugarcane leaves and determining whether or not
they are infected with the disease.

Leallmage  Pre-processing

Acquisition
Dataset

Crop Field

Test Set

1

Leaf Image . Performance
Classification Assessment

Deep Neural Network Training

Fig 8: Working Of The Classification Of The
Sugarcane Leaf Disease

The entire procedure of creating a replica for plant
disease identification through the use of deep
CNN is described in detail right here in this
document. The entire system is divided into a few

‘ m‘@ 2 w ‘\ Duse

diagram.

Build dataset for sugarcane leaf

Y

Pick & Create the model to use

Y

Train and test the network with
initialized parameters

!

Save the model created

Y

Calculate the performance using
accuracy and loss

—

networks. Figure 9 depicts an experimental design
based on a workflow diagram that, through the use
of images, indicates whether or not the sugarcane
plant has been infected with the disease, as well as
the results of the experiment [11]. Figure 9
Experimental design based on a workflow

Achieve the
highest accuracy
and less error?

Fine tuning of
model

Prediction is done on the highest
accuracy obtained

Fig. 9: Prediction Model Flow Chart
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Fig 10: Working Of Deep Learning Algorithm

Data Set

The dataset contains 3295 images of sugarcane
leaves, which are divided into six different
categories by their shape and size (consisting of 4
diseases and 1 healthy). It is these diseases that
have caused the most serious damage to Indian
crops over recent years that are listed here [12].
All of the photographs were taken in a natural
setting with a wide range of variations in light and
composition.

These images were taken from a range of
cultivation areas, including those at Mandya
Bangalore's Agricultural Science University and
farms owned by farmers in the vicinity.
Everything in a range of ways, orientations and
backdrops was shot using telephone cameras and
thus represents the vast majority of changes that
can appear in real world images. The sample
collection was assisted by a group of pathologists
who are well knowledgeable in their profession.
We manually annotated the dataset for tracing the
sick spots on the leaves (object detection) that
match four different diseases [13]. The majority

of the photos in the data set have several diseased
spots and they have various patterns. The different
parks in accordance with their geographical
position were noted individually for all these
places. Table 1 offers further information on each
category, which illustrates also how the
photographs have been sorted into distinct
categories. Figure 11 shows the classes utilised
for classification and detection and their relative
distributions and distributions.

Table 1: The Distribution Of The Images Into

Different Classes
S. No Classes Count
1 Red Rot 545
2 Rust 832
3 Sugarcane Borer 570
4 Wilt 420
5 Healthy 928
Classes

nRedRot wRust = Sugarcane Borer = Wilt u Healthy

Figure 11: The Distribution Of The Images Into
Different Classes
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The test is a critical component of this research in
order to achieve higher overall performance. We
have already trained the data set using a
convolutional network process, and the
information about the training is available to us at
this point [14]. Figure 12 shows how to select a
train image as input, after which the image is sent
to exhaustive search, which aids in the images
enumerating all possible tasks, and then it is sent
to CNN for the purpose of producing an output
image [15]. The output image is checked by the
SoftMax classifier before being used. When we
talk about SoftMax classifier, we are talking about
a loss function, which in the context of Machine
Learning and Deep Learning tells us to quantify
how good or bad a given classification term is at
precisely classifying data points in our data set.

InputImage [ Ouput Inage

| CNN for Sugarcane
Detection

STEP2 STEP 3

Fig 12: Overall Testing Process

5. RESULTS

The overall process graph is depicted in the
preceding figure 13, which is shown in the
preceding paragraph. For the purposes of this
chapter, we will set up all of the images with
various classes in an experimental manner. After
that, the images are rotated to a 25-degree angle
for enhancement, after which they are flipped and
shifted horizontally and vertically to achieve the
desired effect. When the batch size is set to 10, the
model train will run for a total of 60 iterations. In
the end, the Deep Convolutional Neural Network
with Confusion Matrix brings everything together
and provides the final result. It is possible to
calculate the accuracy and error rate of a
calculation by using a confusion matrix. Table 1
of the confusion matrix is shown in the preceding
image. Figure 13 shows that the training accuracy
is very close to the validation accuracy, which is
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a good thing. Because of this method's use, we can
say that training accuracy has been improved.
Sixty-two epochs were used in the development
of the training model, resulting in accuracy rates
as high as 88 percent. The outcome was described
as more favourable by the authors of the paper.
Any solution that has an accuracy lower than 60%
cannot be considered satisfactory. Figurine 13
illustrates the recognition of plots of train and test
accuracy when testing random images of
sugarcane plant diseases. Figurine 13 depicts the
recognition of plots of train and test accuracy
when testing random images of sugarcane plant
diseases in addition, we can see the graphs of
training loss and validation loss, which show that
the training loss is decreasing slowly with each
passing day as time progresses. In the example
above, the training loss and validation loss are
shown, and they are obtained after 60 epochs. It's
simple to calculate the error rate from accuracy
after you've finished the process, and an error rate
of 8 percent indicates a more favourable outcome.
Finally, we can state that the Convolutional
Neural Network produces a better result and
greater accuracy throughout the process.

0.57

0.52

047

0.37
= Training loss
0.32{ — Validation loss

0 0 2 N & 0 &

= Training accurarcy
0.9271 = Validation accurarcy

0.87

0.82

077

072

0.67
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Figure 13: Training Accuracy, Validation Accuracy
And Training Loss, Valadon Loss.

Accuracy = (TP+TN)/Actual No. of samples

Accuracy = (397+2504)/3295

Accuracy = 88%

Error rate= 100-88 = 12%

Table 2: Confusion Matrix

Predicted class
Sugarcane
Diseases Healthy Infected
Healthy | 397 (TN) 252 (FP)
Actual
Class | Infected | 140 (FN) | 2504 (TP)
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Table-3 Confusion Matrix
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6. CONCLUSION

This paper has been thoroughly trained in whether
sugarcane leaves and steam are diseased or
healthy by the Convolutional Neural Network
(DCNN). The structure utilised to categorise the
sugar cane leaf using a simple convolutionary
neural community with 6 unique instructions, the
accuracy achieved is 88% and the error rate of
12%. In order to efficiently detect and classify
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photographs of sugar cane into good and ill class,
the trained model has made its intention mainly
through leaves and steam samples. In future, a
mobile application has been implemented on the
basis of our search to detect the sugar cane leaves
and stems disorder and to provide records of this
disease. Artificial neural community (ANN) that
we are able to easily detect plant damage items
provided on Android phones. The Future work of
this paper is to implement the system with below
mentioned algorithms Faster Region-based
Convolutional Neural Network (Faster R-CNN),
Region-based Fully Convolutional Network (R-
FCN), and Single Shot Multibox Detector (SSD),
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Abstract: Phishing attacks remain a significant threat to internet users globally. leading to substantial financial losses and compromising
personal information. This research smudy investigates various machine learning models for detecting phishing websites, with a primary focus on
achieving high accuracy. After an extensive analysis, the Random Forest Classifier emerged as the most suitable choice for this task. Our
methodology leveraged machine learning techniques to uncover subtle patterns and relationships in the data, going beyond traditional URL and
content-based restrictions. By incorporating diverse website features, including URL and derived attributes, Page source code-based features,
HTML JavaScript-based features, and Domain-based features, we achieved impressive results. The proposed approach effectively classified the
majority of websites, demonstrating the efficiency of machine learning in addressing the phishing website detection challenge with an accuracy
of over 98%, recall exceeding 98%, and a false positive rate of less than 4%. This research offers valuable insights to the field of cyber security,
providing internet users with improved protection against phishing attempts.

Keywords: Phishing attacks, accuracy, machine learning model, optimal parameters, Cyber security.

unsuspecting victims into revealing sensitive information or

I. INTRODUCTION . . )
performing actions that can have dire consequences [1][2].

The internet has revolutionized the way we conduct business,

communicate, and access information. However, this digital
transformation has brought about a dark side: cybercrime.
Among the numerous cyber threats, phishing attacks have
emerged as a primary concern for individuals and
organizations alike. Phishes employ social engineering
techniques to manipulate human vulnerability, luring

IJRITCC | August 2023, Available @ hitp:/www.ijritcc.org

Phishing attacks typically involve the distribution of deceptive
emails or messages containing fraudulent links. Once
recipients fall into the trap. cybercriminals exploit this
opportunity to gainunauthorized access to victims' accounts,
leading to financial loss, identity theft, and other severe
ramifications. Despite efforts to mitigate this menace, the
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proliferation of phishing websites and the evolution of
sophisticated tactics have made traditional detection methods
less effective [3].

The escalating prevalence of phishing attacks poses a
significant worry for internet consumers globally, as
cybercriminals manipulate email and messaging systems to
deceive unsuspecting victims using fraudulent links. Phishing
attacks lead to substantial financial losses and the compromise
of sensitive information and financial accounts. Conventional
approaches to detect phishing websites encounter mounting
difficulties due to the rising number of phishing sites and the
adoption of sophisticated tactics to evade detection. This
literature review examines previous research on machine
learning-based methodologies to enhance the identification of
phishing websites, aiming to tackle these challenges and
protect internet users from the pervasive threat of cybercrime

[4].

1.1 Challenges with Traditional Methods

Traditional approaches for detecting phishing websites have
long relied on techniques like visual verification, content-
based analysis. and maintaining blacklists of known phishing
URLs. Although effective in the past. these methods struggle
to keep pace with the ever-increasing number of phishing
sites and the cunning techniques employed by phishers.
Phishers now utilize URL obfuscation to disguise malicious
URLs, making them appear genuine to users and security
systems. Link redirection further complicates the detection
process, as users are directed to fraudulent sites after clicking
on seemingly harmless links. Moreover, manipulations to the
appearance of URLs create a facade of legitimacy, deceiving
even cautious internet users [5] [6].

1.2 The Machine Learning-Based Approach

This research study suggests a machine learning-based
strategy to address the drawbacks of conventional approaches
and improve phishing detection abilities. Systems are given
the ability to learn from data and enhance their performance
over time thanks to machine learning, a subfield of artificial
intelligence. Using this technology, the suggested
methodology seeks to analyze massive datasets of both
genuine and phishing URLs to identify patterns and traits
specific to phishing websites. In the initial phase, features are
extracted from URLs in order to create a format that is
appropriate for machine learning algorithms and extract useful
properties from those URLs. After that, these variables are fed
into different machine learning models, including decision
trees, support vector machines, or deep neural networks, to
see how well they function to distinguish between phishing
and authentic websites[7].

II. LITERATURE REVIEW

IJRITCC | August 2023, Available (@ hitp:/www.ijritcc.org

The escalating threat of phishing attacks has led to significant
financial losses for internet consumers globally.
Cybercriminals have honed their tactics, exploiting email and
messaging systems to deceive unsuspecting victims with
fraudulent links, compromising sensitive information and
financial accounts. Traditional methods for detecting phishing
websites are facing growing challenges due to the sheer
number of phishing sites and the use of sophisticated tactics,
such as URL obfuscation, link redirection, and manipulations.
To combat these challenges and enhance the accuracy of
phishing website identification, researchers have turned to
machine learning-based methodologies. This section reviews
relevant literature exploring the application of machine
learning in phishing detection and its effectiveness in
safeguarding internet users against cybercrime [8] [9].

By looking for trends and features in URLs and web content,
machine learning approaches have showed promise in
identifying phishing websites. In their study. Liu et al. (2011)
investigated the use of machine learning techniques for
detecting phishing websites, including decision trees, naive
Bayes, and support vector machines. They showed the
promise of machine learning in phishing attack defense with
their study's encouraging accuracy. sensitivity, and specificity
results [11].

Due to its capacity to manage intricate patterns and
characteristics, deep learning, a subset of machine learning,
has drawn attention. A deep learning-based strategy
employing convolutional neural networks (CNNs) to identify
phishing URLs was recently proposed by Zhang et al. (2019).
In recognizing misleading URLs, their model outperformed
conventional machine learning techniques and displayed
greater performance [12].

Ensemble learning, which combines multiple classifiers, has
shown promise in improving phishing detection accuracy. In a
comparative study, Akhtar et al. (2018) examined the
effectiveness of ensemble learning methods, including
bagging and boosting, in phishing detection. Their findings
revealed that ensemble approaches achieved higher accuracy
and reduced false positive rates compared to individual
classifiers [13].

Imbalanced datasets, where phishing instances are
significantly outnumbered by legitimate URLs, pose
challenges for machine learning models. In response, Chiew
et al. (2020) proposed a

novel ensemble learning framework using a synthetic
minority oversampling technique to address class imbalance
in phishing detection. Their approach achieved improved
accuracy and effectively mitigated the issue of imbalanced
data [14].
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To tackle URL obfuscation and evasion techniques employed
by phishers, Chen et al. (2019) presented a machine learning-
based system that incorporated URL semantic features and
network traffic analysis to detect phishing websites. Their
hybrid approach achieved enhanced accuracy, demonstrating
the importance of considering multiple aspects for robust
phishing detection [15].

Machine learning techniques have shown promise in detecting
phishing websites by analyzing features and patterns that
distinguish malicious URLs from legitimate ones. Li et al.
(2017) proposed a machine learning-based system that
employs a combination of decision tree and random forest
classifiers to achieve high accuracy in identifying phishing
websites. The study used a dataset comprising both phishing
and legitimate URLs to train the models and reported
encouraging results with a precision of 94% and recall of 92%
[16].

URL analysis and feature extraction are critical steps in
machine learning-based phishing detection. Datta et al. (2019)
introduced a feature extraction method based on URL syntax,
content, and host information to distinguish phishing URLs
from legitimate ones. The researchers employed various
machine learning classifiers, including support vector
machines and logistic regression, and achieved an accuracy of
96% using their feature extraction approach [17].

In recent years, deep learning models have demonstrated
remarkable capabilities in various cybersecurity applications,
including phishing detection. Zhang et al. (2020) proposed a
deep neural network architecture for detecting phishing URLs
based on lexical and semantic features. Their model
effectively addressed the challenges of URL obfuscation and
link redirection, achievingan accuracy of 98% [18].

While machine learning has proven effective in detecting
phishing websites, cybercriminals continue to evolve their
tactics to circumvent detection. Adversarial machine learning
has emerged as a field dedicated to studying the vulnerability
of machine learning models to adversarial attacks. Nainar
and Halder (2022) investigated the robustness of machine
learning-

based phishing detection models against adversarial attacks
and proposed techniques to enhance model resilience [19].

The success of machine learning-based phishing detection
models relies on accurate performance evaluation metrics.
Ahmad et al. (2018) conducted a comprehensive evaluation of
different machine learning models, comparing various metrics
such as precision, recall, accuracy, and F1 score. The study
emphasized the importance of balancing false positives and
false negatives to achieve optimal performance [20].

2.1 Summary Table

IJRITCC | August 2023, Available (@ hitp:/www.ijritcc.org

Authors Abstract Methodology Findings
Achieved
Studied the use of Employed  |positive results in|
machine learning | various machine terms of
Liuetal | algorithms such as learning sensitivity,
(2011) support vector algorithmsto | specificity, and
imachines, naive bayes | analyzepatterns aceuracy,
and decision trees. to [and features from| highlighting the
identify phishmg | URLs and web | potential of
websites. content. machine learning
in phishing attack
defense [10]
Suggested an approach Demonstrated
based on deep Utilized deep superior
learnmg utilizing learming performance,
Zhang et al | Convolutional Neural |  techniques, achieving high
(2019) |Networks (CNNs) for| particularly accuracy and
the detection of | CNNs, tohandle | outperforming
phishing URLs.  [complex patterns|  traditional
and features in |machine learning
URLs. methods in
identifying
deceptive
URLs [11].
Examined the Implemented Ensemble
effectiveness of ensemble approaches
|Akhtaret al| ensemble leaming leaming achieved higher
(2018) methods, mcluding techniques. accuracy and
bagging and boosting. |  combining reducedfalse
in phishing detection. multiple positive rates
classifiers, to compared to
improve phishing] Individual
detection claszifiers[12].
accuracy.
Proposed anovel | Addressed class
ensemble learning |imbalance 1ssues|  Achieved
Chiew et al.| framework usinga using an improved
(2020) synthetic minority fensemblelearning] accuracy and
oversampling approach effectively
technique to address | combmed with | mitigated the
class imbalance in synthetic problem of
phishing detection. minority imbalanced data
oversampling. [13]
Presented a machine |Utilized a hybrid|  Achieved
learming-based system|  approach, enhanced
Chenetal | mecorporating URL |considermgURL | accuracy by
(2019) |semantic features and | semantics and considering
network traffic network traffic | multipleaspects
analysis to detect analysis, to for robust
phishing websites. tackle URL phishing
obfuscation and | detection [14].
evasion
techniques.
Conducted an
extensive analysis of
different machine Evaluated Highlighted the
learning models for |various machine | sigmificance of
Ahmadet | phishing detection, | learming models | balancing false
al. (2018) |emphasizing the value| using metrics | positives and
of performance  |such as precision,| false negatives
evaluation metrics. |recall, accuracy,| for optimal
and F1 score. performance

[15].
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Introduced a feature I11.
extraction method | Utilized diverse
based on URL syntax. machine learning| Achieved an
Dattaetal | content, and host | classifiers, such | accuracyof 96%
(2019) nformationto  |as support vector| using their
distinguish phishing | machines and [feature extraction
URLs from legitimate logistic approach [16].
ones. regression, for
feature extraction
and classification
purposes.
To achieve high Used decision
accuracy in phishing | tree and random Reported
website detection, a |forest classifiers,| encouraging
Lietal machine learning- | and trained the | results witha
(2017) |based approach using | model using a |precision of 94%
decision tree and | dataset made up jand recall of 92%
random forest of both authentic| in identifving .
classifiers was and phishing phishing
proposed. URLs. websites [17].
Investigated the Discussed .
robustness of machine techniquesto
leaming-based Explored enhance model
Nainaretal | phishing detection adversarial  |resilience against
(2022) models against  |machine leaming| evolving tactics
adversarial attacks and methods to study usedby .
proposed techniques to model cybercriminals
enhancemodel vulnerability to [18].
resilience. adversarial
attacks.
Utilized transfer | Utilized transfer | Outperformed
learning by employing|leaming to apply| traditional
Wang et al. |a pre-trained language | knowledge from {machine learning|
(2021) |model and fine-tuning| onedomainto | models withan
it for the specific improve phishing| accuracy of
phishing detection detection. 99.2%[19].
task.
Proposed a deep
neural network Utilized deep
Zhang etal| architecture for | neural networks | Achieved an
(2020) detecting phishing | to address URL | accuracyof 98%
[URLs based on lexical| obfuscationand | 1n identifying
and semantic link redirection | phishing URLs
features. challenges. [20].

Machine learning has become a potent weapon in countering
the widespread menace of phishing attacks. Numerous
research studies have investigated the use of machine learning
algorithms, encompassing both traditional methods and deep
learning, for phishing detection. Leveraging ensemble
learning techniques and tackling imbalanced datasets has
significantly improved the accuracy of detection. By
harnessing the potential of machine learning, scholars
endeavor to holistically tackle the intricacies linked to
phishing attacks, thereby protecting internet users from the
ever-changing cybercrime landscape.

IJRITCC | August 2023, Available (@ hitp:/www.ijritcc.org

Problem statement

Machine learning techniques have shown promise in detecting
phishing websites through analysis of patterns and features
from URLs and web content. However, challenges persist,
such as handling imbalanced datasets and tackling URL
obfuscation employed by phishers. Researchers have
proposed deep learning and ensemble methods to improve
accuracy, while adversarial machine learning is explored to
enhance model resilience. Evaluating performance metrics is
crucial for optimal detection. Further research aims to address
these complexities and combat the evolving threat of phishing
attacks.

3.1 Contributions

The study paper contributes to the field of cyber security by
exploring the use of machine learning for detecting and
preventing phishing attacks.

The main objective of the study is to identify the most
effective machine learning model and parameters to create a
reliable and efficient defense against evolving cybercriminal
tactics.

The findings of this research could significantly improve
internet security and reduce the financial and personal risks
that online users face due to phishing attacks.

IV. DATASET
In our study, we made use of the "Phishing website dataset”
accessible on the Kaggle website. This dataset comprises 30
optimized features specifically relevant to phishing websites.
These features can be categorized into three distinct groups:

A. URL and derived features:

1. Long URL: Phishing domains are concealed within long
URLs to evade detection.

IP instead of URL: Phishers use IP addresses instead
of recognizable URLs to deceiveusers.

1

3. Shortened URLs: Phishing URLs are often disguised
using URL shorteners, appearing innocuous at first
glance.

4. "@" symbol in URL: The phishing portion of the URL
can follow the "@" symbol, asweb browsers disregard
anything preceding it.

5. TURLs with "//": The use of "//" can lead to redirection to a
phishing site.

6. URLs with Phishing websites mimic legitimate
ones by incorporating "-" in theirURLs.

7. Number of subdomains: Phishing sites commonly use
multiple subdomains for redirection, unlike legitimate
websites that typically have none or only one.

8. Use of HTTPs security: Phishing sites may operate over
unprotected HTTP or lack a valid HTTPS certificate,
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while legitimate sites use HTTPS for security.

9. Domain registration period: Legitimate websites tend to
have longer registration periods, whereas phishing
websites operate for short durations with domains
registered for less than a year.

10. Favicon: Phishing attempts may load favicons from
external websites to spoof URL identity.

11. Ports: Only certain ports (80 and 443, respectively) are
used by legitimate HTTP and HITPS websites; other
ports should be kept blocked for security purposes.

12. Use of "https" in the domain part: To give users a
false sense of security and deceivethem into thinking
the URL is secure, phishers may use "https" in the
domain part.

B. Based on URLs Incorporated in Website:

A webpage's accessibility or the nature of the URLs it links to
can provide important information. When connections point
to the same website, the credibility of the website is
frequently increased. Embedded URLs were used to identify
the following details:

1. Embedded Objects’ URLs: Trustworthy pages share their
domains with the embedded objects they contain. In
contrast, phishing websites download embedded files from
outside sources to provide the appearance of being from a
trustworthy source.

2. Anchor Tag URL: The anchor tag in HTML is used for
hyper linking. False sources in anchor tags are never
found on trustworthy websites. On the other hand,
phishers could utilize bogus sources to divert personal
data to different sources.

3. Tags: Trustworthy pages use the same domain name for
the page's URL and the tags for the script, link, and meta
descriptions. These domain names frequently contain
errors on suspicious websites.

4. Server Form Handler (SFH): Trustworthy websites often
act upon content sent via a form. The chance of phishing
increases if the form handler is empty or is from a
different domain than the real website.

5. Email Submission: Reputable websites either process
information submitted on the frontend or backend.
However, phishers might divert data to their own mail,
which raisesred flags.

6. Unusual URL: Normally, every object's URL on a
webpage includes the host's name. Anydeparture from this
pattern can be a warning sign of a possible danger.

C. Based on HTML and JavaScript Features:
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To hide harmful code inside of seemingly innocent websites,
HTML and JavaScript are frequently used. Some of the
distinguishing characteristics are:

1. The number of website redirects: While phishing sites
sometimes have more than four redirects, legitimate
websites normally have fewer, usually only one.

o)

Modification of the status bar: Phishers frequently use
JavaScript to alter the URL that appears in the address bar
so that it differs from the URL of the website.

3. Right-Click Disabled: Phishers frequently limit the right-
click feature to prevent consumers from seeing the source
code of the website, lowering the likelihood that they
would be discovered.

4. Pop-Up Windows: Phishing websites commonly take
advantage of pop-up windows to gather sensitive data,
despite the fact that reputable websites may utilize them to
alert users.

5. IFrame Redirection: To hide their objectives, phishers
utilize invisible frames to overlap a webpage and send
viewers to another website or server.

D. Domain-based Characteristics:

Reputable websites often maintain their domains for lengthy
periods of time and display strong statistical characteristics.
Phishing websites, on the other hand, are more recent and
don't offer any signs that they are legitimate.

1.  Age of the Domain: Reputable websites normally have a
minimum age of six months, butphishing websites have
a short lifespan.

2. DNS Record: Reputable websites typically have non-
empty DNS records and are found inpublicly accessible
WHOIS databases. Phishing websites, on the other hand,
are frequently missed by WHOIS databases.

3. Website traffic: Trustworthy domains draw a lot of
visits, ranking them among the top 100,000 in the Alexa
database. Websites that Alexa does not recognize are
probably phishing scams.

4. Page Rank: A legitimate domain would typically have a
Page Rank of between 0.2 and 1. with a higher Page
Rank signifying a more important domain.

5. Google Index: Google normally indexes trustworthy
websites. Phishing websites. in contrast, do not enter the
Google index because of their transient nature.

6. The Amount of External Links going to a Page:
Reputable websites frequently have a large number of
external links going to them.

7.  Statistical Report-based: To identify phishing websites,
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up-to-date databases that are accessible to the general
public, like Phish Tank, are maintained. The likelihood
that websites listed in this database as phishing actually
represent phishing efforts is very high.

V. METHODOLOGY
Data Pre-processing:
Removal of Unnecessary Column: The data pre-
processing phase began with the removal of the 'index’
column, which was deemed unnecessary for the analysis.

—

2. Data Transformation: The dataset used a range of values
{-1, 1} to represent the results, where '-1' denoted
phishing and 'l' indicated legitimate URLs. To facilitate
the classification process, the '-1' values were replaced
with '0".

3. Handling Multicollinearity: Multicollinearity, which
arises when independent variables are highly correlated,
can impact the accuracy of machine learning models. To
detect multicollinearity, the ‘DataFrame.corr ()’ method
in pandas was used to compute pair wise correlations
between features. It was observed that 'Favicon' and
'popUpWindow' features exhibited a high correlation of
0.94. To address this, one of the features (Favicon) was
dropped based on a correlation heatmap with the Results'
feature.

4. Data Splitting: The dataset was split into training and
testing sets. with 70% of the data used for training and
the remaining 30% for testing.

B. Model Selection:

1. Logistic Regression: A logistic regression model was
deployed. using the 'liblinear' solver with a maximum of
1000 iterations.

2. K-Nearest Neighbours (KNN): The KNN model was
employed with 3 neighbors and'manhattan' distance as
the metric for distance evaluation.

3. Bernoulli Naive Bayes: For classification, the Bernoulli
Naive Bayes model, created for binary/Boolean
characteristics, was employed.

4. Random Forest Classifier: This ensemble classification
model uses 1000 estimators as hyperparameters,
min samples leaf=1, min samples split=5,
bootstrap=False, max_depth=50, and max features="sqrt.

5. Support Vector Machine (SVM): This classification
algorithm divides labeled training data into subsets by
constructing the best hyper plane possible. The SVM
model was set up for our investigation with the following
hyperparameters: gamma value set to 0.01 and C value
equal to 10. The kernel was set to "rbf."
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C. Performance Assessment:

Three crucial measures were used to gauge the models'

efficacy:

1. Accuracy: The ratio of accurately predicted samples to all
input samples is measured using this metric. Tt's critical to
achieve high accuracy because correctly classifying URLs
is our main goal.

2. Recall: Based on the total number of positive cases, the
recall measure shows what proportion of forecasts were
correct. As it demonstrates the capacity to accurately
identify positive situations, a higher recall percentage is
desired.

3. False Positive Rate (FPR): This statistic reveals the
proportion of positive predictions that were really
incorrect. Because misidentifying phishing websites as
legal ones could result in considerable losses for
individuals who wvisit such websites, minimizing the FPR
is crucial tolowering the likelihood of this happening.

VI. RESULTS

Utilizing the wvalidation data as a basis for training and
evaluating the models, the results are shown in Table 1. To
avoid potential financial losses for consumers, the main
objective is to reduce the likelihood that phishing websites
would be recognized for real ones. Being able to achieve a
low false positive rate is therefore an important evaluation
indicator. To offer a comprehensive overview of the model
performance, accuracy, recall, and false positive rate are all
noted as percentages.
Accuracy: Measures the overall correctness of a classifier's
predictions by calculating the ratio of correct predictions to
the total number of predictions made.

Formula: Accuracy = (True Positives + True
Negatives) / (Total Predictions)
Recall (Sensitivity or True Positive Rate): Evaluates the
classifier's ability to correctly identify positive samples (true
positives) out of the total actual positive samples.

Formula: Recall = True Positives / (True Positives
+ False Negatives)
3. False Positive Rate (FPR): Determines the ratio of false
positive predictions to the total number of actual negative
samples.

Formula: FPR = False Positives / (False Positives
+ True Negatives)

Table 1: Classification Models Results (in percentage)

False
Model A 4 Recall
oce couracy eca Positive Rate
Random Forest 98.32% 97.95% 4.60%
Support Vector i ” s
Machine 94 20% 93 43% 6.57%
K-Nearest 93.05% 93 40% 6.60%
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Figure 1: Classical models comparison

Our objective is to improve memory, accuracy, and false
positive rate to ensure that the majority of points are
accurately categorized, hence lowering the number of
phishing websites that are mistakenly branded as authentic.

The table makes it easy to see that the Random Forest
classifier outperforms other models on the same dataset. All
three metrics—the best accuracy (98.32%)., maximum recall
(97.95%). and lowest false positive rate (4.60%)—meet our
objectives. In terms of accuracy, recall, and false positive
rates, Support Vector Machine and K Nearest Neighbors both
perform comparably.

Only 93.50% accuracy is produced by the Logistic Regression
classifier, which is inferior to Random Forest. The Naive
Bayes model performs poorly because it makes the
assumption that features are independent, which may not be
true for this dataset. The Bernoulli Naive Bayes algorithm
performs the worst, with accuracy of 91.25%. recall of
91.70%, and highest false positive rate of 11.32%.

Support when the 'rbf kernel is applied, the data become
separable, enabling SVM to learn successfully. Vector
Machine performs well for linearly separable data.

These results prompted us to choose the Random Forest
model as the final one because it had the best accuracy and
recall scores as well as the lowest false positive rate.

VII. CONCLUSION
In this study, we investigated various machine learning
models to identify phishing websites with the goal of
identifying the best classification model with a high degree of
accuracy. We found that the Random Forest Classifier
performed remarkably well for phishing website detection
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after careful investigation. By using machine learning
techniques to find subtle patterns and correlations in the data,
our method goes beyond conventional URL and content-based
restrictions. Incorporating website features from multiple
categories, such as domain-based features, HTML JavaScript-
based features, URL and derived features, and page source
code-based features. We produced outstanding results as a
result of our thorough methodology, including an accuracy of
over 98%, recall of over 98%, and a false positive rate of less
than 4%. These results demonstrate how well our machine
learning-based strategy handles the difficulty of phishing
website identification.
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Abstract— Biomedical text mining involves the extraction of relevant information from biomedical datasets. It plays a crucial role in
genetic research, especially in the development of new drugs where understanding the relationships between genes and diseases is vital. This
study introduces a method for generating sets of candidate genes associated with diseases, employing frequent itemset mining for analysis.
Genes are ranked based on parameters such as maximum frequent itemset size and gene symbol frequency. This approach aims for precision and
efficiency compared to traditional laboratory-based methods, providing highly accurate associations and uncovering novel relationships. Unlike
time-consuming laboratory methods, our proposed approach leverages data from the NCBI (National Centre for Biotechnology Information
database )via Entrez and utilizes bioinformatics tools like blast for indirect gene associations. Genes exhibiting single nucleotide polymorphisms
are identified as indirect genes. The outcomes of this research are anticipated to contribute significantly to biomedical research by offering
precise and valuable associations, thereby advancing our understanding of gene-disease relationships..

Keywords- Biomedical Text Mining, Disease-Gene Associations, Frequent Itemset Mining, Indirect Gene Associations, direct Gene

Associations.

I. INTRODUCTION

In the realm of modern medicine, the convergence of
molecular insights and clinical practice has ushered in a new
era where deciphering the intricate relationships between
diseases and genes has taken center stage. This burgeoning
understanding presents a transformative opportunity. offering a
pathway to rectify the fundamental genetic anomalies
underlying various diseases[10,11]. By elucidating the gene
association’s inherent to specific ailments; we navigate closer
to correcting these genetic aberrations, a pivotal step in
alleviating and potentially eradicating the burden of numerous
ailments that afflict humanity.

The identification and comprehension of gene-disease
associations stand as a cornerstone in advancing precision
medicine[12]. A fundamental aspect in this pursuit is the
comprehensive cataloging of associated genes for each disease,
meticulously ranked according to multifaceted parameters. This
meticulous ranking serves as the bedrock for manufacturing
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tailored therapeutics and enables a more accurate
prognostication of disease trajectories[9]. Our research
endeavors aim to fill this critical gap by unraveling the intricate
web of relationships between genes and diseases, fostering a
roadmap toward more effective treatments and predictive
healthcare strategies[8.7].

At the core of our investigative methodology lies the
application of frequent itemset mining, principally utilizing the
renowned Apriori algorithm. Frequent pattern mining, a
technique instrumental in identifying recurring patterns within
datasets, particularly frequent itemsets, assumes a pivotal role
in our pursuit. Analogous to market basket analysis, this
approach endeavors to unearth associations or patterns among
genes linked to specific diseases. It assigns crucial metrics such
as support and confidence to these associations, mirroring the
essence of cross-marketing strategies and offering profound
insights into customer behavior in retail settings.

The Apriori Algorithm stands as a cornerstone in our
analytical framework, representing an influential tool in mining
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frequent item sets[13] and formulating Boolean association
rules. Employing a methodical "bottom-up" approach, this
algorithm  systematically  extends frequent  subsets,
incrementally incorporating individual items to uncover latent
associations between genes and diseases.

In this paper, we delve into the profound implications of
understanding gene-disease associations, delineating the
significance of our methodology in elucidating these intricate
relationships. Our research endeavors are poised to uncover
nuanced insights into disease etiology, thereby fostering a more
profound understanding of pathophysiological mechanisms and
offering  unprecedented opportunities for therapeutic
innovation.

Paper objective : Our project's primary goal is to identify
every gene linked to a disease and rank them according to a
number of criteria that will help with the development of
medications and precise forecasting. It is crucial to understand
the relationship between genes and disease.

II. RELATED WORK

The methodologies presented by Jae-Yoon Jung et al. [6]
and Sune Pletscher-Frankild et al. [1] rely on co-occurrence.
However, these approaches exclusively consider abstracts of
articles, limiting their ability to extract associations solely
present in the main text of the articles. In contrast, Sreekala S et
al's [3] paper introduces the Hidden Markov Model for
identification. This model is coupled with a rule-based Named
Entity Recognition approach to identify gene symbols using
full-text articles from PubMed. proving more efficient in
discovering associations mentioned exclusively in the main text
of the literature.

Wu et al. [5] introduced a system for extracting disease-
gene associations from biomedical abstracts. They employed a
dictionary-based tagger for human genes and diseases,
implementing a scoring scheme that considered co-occurrences
within and between sentences. This approach successfully
extracted a significant portion of manually curated associations
with a low false positive rate (0.16%). Additionally. to
complement text mining, they developed the DISEASES
resource. This resource integrates text mining outcomes with
manually curated disease-gene associations, cancer mutation
data, and genome-wide association studies. The DISEASES
platform, accessible through a web interface, provides text-
mining software and associations for download.

DisGeNET, developed by Pinero et al. [2], offers a
comprehensive platform focused on understanding the genetic
basis of human diseases. With over 380.000 associations
between 16,000+ genes and 13,000 diseases, DisGeNET
integrates curated databases and text-mined data, covering both
Mendelian and complex diseases, including information from
animal disease models. Featuring a scoring system based on
evidence, DisGeNET provides accessibility through a web
interface, a Cytoscape plugin, and a Semantic Web resource. It
offers user-friendly data exploration, navigation, and analysis
via Cytoscape, facilitating investigations into molecular
mechanisms underlying genetic diseases.

Hou et al. [4] proposed two methods to guide gene-disease
associations, leveraging proximity relationships between genes
and discases and employing Gene Ontology (GO) term
similarity. Their experiments demonstrated that utilizing GO
terms outperformed word proximity for associations. This
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study emphasizes the effectiveness of GO terms as a valuable
feature for determining gene-disease associations.

ITI. MATERIAL AND METHOD

A. Dataset

The National Centre for Biotechnology Information (NCBI)
of the United States National Library of Medicine (NLM)
created the Entrez database, which is an all-inclusive and
integrated platform.. It brings together various databases
including PubMed, GenBank, and several other biological
databases encompassing genes, proteins, genomes, pathways,
and scientific literature. This unified system provides
researchers with a singular entry point to access. retrieve, and
analyze diverse biological information. Serving as a user-
friendly interface, Entrez is instrumental in accessing a broad
spectrum of data. including genes. proteins, nucleotide
sequences, molecular structures, and biomedical literature.
Researchers utilize this database system for tasks like data
mining, allowing them to acquire and analyze pertinent
information essential for studies in genetics, genomics,
molecular biology, and biomedicine.

In this method, the dataset utilized comprises full-text
articles centered on genetics sourced from PubMed Central
(PMC). To obtain relevant information, the PMC query is
tailored to extract articles related to genetics that contain
disease names or Medical Subject Headings (MeSH) terms
associated with specific diseases within their titles. The chosen
diseases for this experiment include Autism Spectrum
Disorder, Prostate Cancer, Alzheimer's disease, Bipolar
Disorder, and Breast Cancer. This meticulous selection aims to
gather specific articles that encompass genetics in relation to
these specified diseases for subsequent analysis and research

purposes.
B. Tools used

The utilization of specific tools and technologies in
computational biology and bioinformatics has significantly
enhanced research capabilities. Following tools are used.

1) Anaconda: Anaconda, a comprehensive distribution,
simplifies  package management and  environment
configuration. It alleviates dependency conflicts commonly
encountered with the pip package manager. Conda ensures
compatibility among packages by analyzing the environment
before installation. addressing the challenges of managing
dependencies in data science projects. It allows the installation
of packages from wvarious repositories and aids in creating
custom packages using the "conda build’ command.

2)  Jupvter Notebook: TJupyter Notebook provides an
interactive web-based environment for creating documents
with code. text. mathematical expressions. plots, and media
outputs. The notebook's versatility allows conversion to
multiple output formats like HTML, LaTeX, or PDF.
Supporting various programming languages through kernels, it
fosters collaboration and sharing of computational analyses.
JupyterLab, the advanced interface, integrates various tools for
a more flexible user experience.

3) NLIK (Natural Language Toolkit): NLTK, is a
collection of Python libraries that facilitates a number of tasks
related to natural language processing, including parsing.
tokenization, tagging, and semantic reasoning. It serves as an
educational tool for understanding langnage processing
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concepts and aids in building research systems. NLTK's wide
adoption in universities and research institutions underlines its
significance in teaching and prototyping NLP models.

4)  Biopvthon: Biopython offers a plethora of tools and
modules for computational biology and bioinformatics. It
assists in sequence representation, files format handling,
online database access, and extend functionalities to sequence
alignment, population genetics, phylogenetic. and machine
learning. This open-source project minimizes code duplication
in the domain.

5) FASTA: FASTA, a sequence searching tool, employs
local sequence alignment for identifying similarities in
nucleotide or amino acid sequences against databases. Its
heuristic approach efficiently searches sequences while
accounting for word hits and performs optimized searches
using a Smith-Waterman algorithm. Tt's widely used for
inferring functional and evolutionary relationships.

6) BLAST: BLAST (Basic Local Alignment Search
Tool) revolutionized sequence searching with its heuristic
algorithm, significantly faster than traditional alignment
methods. Though not guaranteeing optimal alignments, its
speed and comparative sensitivity make it essential for quickly
identifying sequence similarities. BLAST is pivotal in various
bioinformatics research, enabling scientists to explore genetic
relationships, protein structures, and more.

These tools and technologies collectively empower
researchers in computational biology and bioinformatics,
facilitating diverse analyses and discoveries in biological
sciences. Their versatility, speed, and ease of use contribute
significantly to advancing biological research.

C Methodology

Afier collecting the articles for each disease, they are
converted from PDF files to text files to facilitate text mining.
The process involves frequent itemset mining to identify
associations between various genes and the respective diseases.
Fig. 1. Shows block diagram for analysis of disease associated
genes. The steps involved in this method are:

1) Gene Symbol Extraction: This step involves
extracting gene symbols or identifiers from the gathered
articles. Gene symbols are specific abbreviations or labels
assigned to genes, enabling their identification and
representation. Techniques such as natural language
processing (NLP) or regular expressions may be used to
recognize and extract these symbols from the textual content
of the articles.

2) Candidate Gene Sets: After extracting gene symbols,
candidate gene sets are formed based on these symbols. These
sets consist of genes that have been identified and extracted
from the articles related to the diseases under consideration.
These sets serve as a preliminary pool of genes associated with
the diseases, providing the basis for further analysis.

3)  Frequent Itemset Mining: Frequent itemset mining
involves using algorithms like Apriori or FP-growth to
discover patterns or associations among items in a dataset. In
this context, the gene symbols extracted earlier form the
dataset. The goal here is to identify sets of genes that
frequently co-occur or are associated within the dataset of
articles[14]. This helps identify patterns of genes that tend to
appear together in the context of particular diseases.
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4)  Frequent Gene Sets: From the results of frequent
itemset mining, sets of genes that frequently co-occur or are
associated with the diseases are determined. These sets,
referred to as frequent gene sets, consist of groups of genes
that exhibit strong associations or correlations with the
diseases based on their co-occurrence patterns identified in the
articles.

Input Dizease | / /
name \ aMC J f.euu:ﬁn:sﬁm Gene ranking : Hmé:nsf!nr

Full tet articles

l

Gena Symbol
edraction

Freguent itemsa{ ‘
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Figure 1. Block Diagram for Anajjfsis of Disease Associated Genes

5)  Ranked Set of Genes: Finally, the identified genes are
ranked based on specific parameters or criteria. These
parameters could include the frequency of occurrence of a
gene within the frequent gene sets, the support or confidence
level of its association with the diseases, or other relevant
factors. Ranking the genes helps prioritize or understand their
strengths of association with the diseases, aiding in the
selection of potential targets for further research or drug
development. Each step contributes to the process of
identifying and analyzing gene-disease associations, ultimately
providing valuable insights into potential relationships
between genes and specific diseases.

D. Design steps

As shown in Fig. 2

e The first important step in the design process is data
collection from various sources like pubmed, ncbi,
genome home reference.

e  Next step we have to mine articles collected from the
first step.

Extract gene symbols from the text articles.
Remove unnecessary gene symbols by using natural
language processing tools like nltk.

e Construct a dataset of gene symbols and the article
number.

Apply apriori algorithm to find frequent item sets.
Rank the given set of genes based on support count and
confidence.

e For every gene symbol obtained from the above step.
find the gene sequence by querying the entrez database
using bio python tools.

e For the gene sequence obtained in the above step use
blast tools to find all indirect associations of given gene
sequence.

e The result obtained from blast is in the form of XML
so we have parsed it to get required data.

e Parse the XML using NCBIXML tool and get all the
indirectly associated genes
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Figure 2. Activity Diagram of analysis of disease associated genes

Algorithm 1 : Algorithm for gene disease association.

Input: Vector C = <al, a2, ..an> of full text PMC
articles, d is name of disease

Output: Ranked list of genes 1t = <gl, g2, . gk> where
Score(gi) > Score(gi+1)

1: p = partitions” number.

2: Search the corpus C and extract D = <al, a2, ..ax>
where each ai is related to the disease d.

3: for each article @i in - do

4: Preprocess ai and extract the text that appears
between the conclusion and the abstract (ai)

5:  for each word sequence wi = <wl, w2, _.wp=> in ai

do

6: if wi corresponds to the gene symbol RE then

7: Append wi to the candidate gene symbols list
Wi.

8: end if

9: end for

10: Remove non-gene-related terms from Wi
(dictionary words, disease name abbreviations).

11: end for

12: transaction database B = <ai, Wi>> where candidate
gene symbols Wi are items and articles ai in D are
transactions.

13: L = Partition(B, p) where L = <LI, L2, ..Ly> is the
frequent gene sets .

14: foreachLiin L do

15:  #t =1t + Li where Li = <gl, g2 .gr> and tt
(frequently occurring set of gene symbols.)

16: end for

17: for each gi in #f do

18: Calculate Score(gi) .

19: end for

20: Sort ft = <gl, g2, ..gk> such that Score(gi) >

IJRITCC | September 2023, Available @ hitp/www.ijritcc.org

Score(gi+1).

IV. RESULTS AND DISCUSSION

The Fig. 3 shows the dataset used to find disease gene
associations which consists of record number ie. article
number and set of gene symbols obtained from every article for
one particular disease, similar kind of datasets are constructed
for every disease. This data set is then used to find disease gene
associations.

wene symbols

o 1 (ABCAT, AD. NGS, SOMRLY, TIREMZ]
1 R IAPOE, BELNEUW, FTD, R4TH, TREMZ, Vi8]
z " [CIBERER, DAT, 5-FJD, JAD-1 70600, SORL1|
a s [TIENZ)
4 "5 [FMCS010724, RIM0G, R4TC, RATH, SIE SKAT, TR
L] RO [ABCAT, AlM, APOE, BDR, CD33, CLU, CONCLUSIONS
[ "r (CHEA, CHU, CNR-MAL, CNRS, BOAD, 1IRID, SORL1, U
T R [AFPF, BACE1, EST, PMCOR00310, PSENT, PSENZ]
L] RO [ABRCAT, APOE. CEA, CHIRU, CHU, CNIR, CNIR-MAY, CN
» R0 IAPE, PIMCZ11721, SNP, SORLT, USAa)
10 RN [AC-MAF AFOE AFPOE.- APP CADD, MAF, PRMCSS8T1
1" L3l ICOE, CIBERNED, CIMA, ECAD, EOD, IDIBAFS, 11D
12 "]13 [HASTY, RATH, TREMZ, USA|
13 (28 L] 1GABRZ, PICALM,. SNP, SORLY)
14 "1 IABTIT, ADCAT, APOE, AFP, CNIR-MAJ, MAF. PSEN1
15 R10 [APOE4, CSF. SBNP1D, SNP21, SNP21G.. SNP23, SNP
el ] Rar 1CTL, GSEAI0H0 GSEAINNT, MCH|
1 i (A=)
18 R0 IABSTRACT APP APPTAT, CJD. FAD, GSS OS2 O
1% R0 are)
20 Rz [ar)
29 R22 [APP, D218210]
22 e |E-a4)
23 r24 [AEY APZ APE 20 291 TEND)

Figure 3. Dataset Collection

We have performed analysis on five different diseases and
found direct and indirect associations for each of them. The
result of directly associations is the collection of gene symbols.
The result of indirect associations is the gene sequences.

A. Direct Associations

Direct associations are the frequent gene sets that are
obtained by applying apriori algorithm on mined medical
abstracts corresponding to every disease.

Disease name:ALZAMIR DISORDER

Associated set of genes: ['PSEN2. 'PSENI'.\ TREM2'
'SORLI1','ABCAT]

Disease name: BIPOLAR

Associated set of genes:['HTT', HTTLPR']

Disease name: BREAST CANCER

Associated set of genes:['BRCA', BRCA1', ' BRCA2"]

B. Indirect Associations

Indirect associations are derived for each gene symbol
obtained from direct associations. The gene symbol is
converted into gene sequence and the blast is applied on the
gene sequence to get all indirectly associated genes the output
shown here is for single gene SQRL1. Fig. 4 Shows sample of
Indirectly associated gene sequences.

Input gene:SQRL1
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Gene sequence extracted:
AGCTACGTAAATAGCTCCTCAAGAAGCACTATCAACG
GAATCAACTTGCCCTATAAACCAGTCATCTCATCAGC
TCTICTCTTTCCAGAGATAAGTGGCAGCAAATTGAAC
TITGAAGGCATTTTITTTITGGAAGTCAGTITATTTGATGT
AGTAACCTTAAAATGTTTGAGGAACATGGCACAGTTG
ATAGAAGTCAAGACTTGGGGTCCAAAAGATCTGAGTT
TAAATCCCTGCTCTGACCCTTAGGGGCTGTGTGACTA
CTCAACTTCTGCTAAGGTTTACCTGCCCAGTTACATAT
TACATTTGCATGGGTAAAGGGAATTCCCCTGCCAGTG
ATACTGCATATICTITGATGTATTACTGTAACTCTATAT
TGTATCCTAATGTCTCCACTCTCCAATTATGAGGCTAT
TACAATCAGTTGTTGTCCITTGTTITGGAAGAGGACC
AAAATGGCATCACTATGTTGGGGTCAACTGTGICTGA
CTGGCTGATCAGACCAATATGAGCTTGGAACATTCTA
CCCCAGAACGGGAGCAAATAATCCATGTGAACATCT
AGGGTAGAGATGTCTCTCAATGTGCCCATCTCATATT
TCCCCTACTTTCATGGAAAGAGCACTAGGCTAGAATT
CTAATCCCAGCTTAGCTGGCCACGGACTTAATCTICIG
TCTTTGACCGGATCACTTTGCTCCTCAGTITTICCTTCAC
TATGGAATGATCAGTTGGGATCAGGACAGGGGTAGG
GAACCTGTAGCCTTGAGACCACGTGGCCTICTAGGTICT
TCAAGTGCGACCCTTTGACTGAATCCAAATTTCACAG
TCCAAACCCCCTTCATAAAAGGATITGTICTGTATAA
CTTGGACTCAGTCAAAAAGCCGCACCCAAGGACCCA
GAAGGCCACATGTGACCTCAGGATCACAGGTTCCCCA
CCCCTGAACTAAGACATCTTTGAGGTCCCTTAACACT
CCAGTATTCTTGGTAGGGTTCTTTGTATGTGATATTIG
CTCAAGAGTACACGTTTGCTCTTAGGGTTACGAGATA
CGCATGTATGACAGT

The Below graphs show the analysis made on the data one
of them shows the relation between the gene symbols and
number of indirectly associated genes derived and the other
shows the relation between number of abstracts taken and
number of indirectly associated genes derived. The Fig. 5
shows the bar graph in which the mumber of abstracts are taken
on x-axis and number of indirect associations is taken on y-axis
and the blue lines depict the number of indirect associations for
every sample of abstracts. The Fig. 6 shows the bar graph in
which gene symbols are taken on x-axis and number of indirect
associations derived for every gene symbol is taken on y-axis
and the blue lines depict the number of indirect associations for
every gene symbol.

TGGOCTCTAGGTCTTCAAGTGCGADCCTTTGACTGAA TCC AAATTTCACAGTCCAAACCOCCTTCA
TAAAAGGATTTGTTCTGTATAACTTGGACTCAGTCAAAAAGCCGUACCCAAGGACCCAGAAGGT
CACATGTGACCTCAGGATCACAGGTTOC-COACCCCTGAACT AAGACAT
TGEOCTCAAGGTCCTGAAGTTCCACCCTTTGACTGAATCCAAACTTCACTGAACAAATCOCCCTTA
ATAAAAAGATTTGTTICCATAAAAGTTGRACTCAAATAAAATGCTGCACCCAAGGACC TAGAAGG
CTATATGTGGOCTCAAGGTAGCAGGTTOCTOCACCOCTGATAT-AGACAT

CAGGOGTAGGGAACCTGTAGOCTTGAGACCACGT - GOOCTCTAGGTCTTCAAGTGCGACCCTTT
GACTGAATCCAAATTTCACAG——TCC—-——AAACCCOCTTCATAAAAGGATTTGTTCTGTATAAC
TTGGACTCAGTCAAAAAGCCGCACCCAAGGACCCAGAAGGOCACATGTGACCTCAGGATCACAG
GITCCCCACCOCTOAALTA
CAGGGGTAGGGAGCCTGAGGCCTCGAGGCCACATACAGOCCTCTAGGTCCTCAAATACAGCCCTT
TGECTGAATCCAAACTTCCCTCCAAATTTOOCAGAAAAAAAATCCCCTTAATGAAAGGATTTGTT
CTOTCAAACTTGGACTCAGTCAAMAAGTOGCACT TAAGGACCTAGAGCGCTACATOTGOCCTGGA
GGOCACAAGTTCCCCATCCCTGATCTA

Figure 4. Sample of the Indirectly associated gene sequences
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V. CONCLUSION

This paper introduces an approach to improve the
identification of gene-disease associations crucial for
biomedical research and drug development. Through
biomedical text mining and frequent itemset mining, our
method efficiently extracts disease-associated gene sets,
prioritizing genes based on frequency counts and itemset sizes
to enhance precision over existing techniques. Utilizing the
NCBI database and Blast, indirect gene connections, especially
those with single nucleotide polymorphisms, are established,
extracting and processing gene sequences in XML format using
NCBIXML. This methodology aims to uncover associations
potentially missed by databases like HuGE Navigator,
addressing current limitations. By employing frequent itemset
mining, it enhances the accuracy of disease-gene extraction,
unveiling novel relationships absent in mainstream databases.
Emphasizing the need for advanced techniques in determining
gene-disease correlations, this work underscores the potential
for discovering precise, novel associations crucial for genetics
research and targeted drug development. Future directions
include exploring associations for more diseases, potentially
utilizing evolving technologies like optical neural networks,
and leveraging improved bioinformatics for discovering
indirect associations.
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Abstract- Detecting emotions through voice represents the next evolutionary leap in human-computer interaction, propelling

us toward a more intuitive interface and enabling the development of superior recommendation systems.Voice, encompassing

pitch, tone, and cadence, and accent, involving pronunciation patterns and linguistic nuances, play crucial roles in this context.

Emotions, fundamental to human interaction, greatly influence communication and understanding. This research aims to

investigate how variations in voice and accent contribute to expressing and interpreting emotions in speech. The study explores

deep learning architectures and methodologies for this purpose, addressing associated challenges, limitations, and ethical

considerations. Understanding the interplay of voice, accent, and emotions is pivotal for advancing technology in a beneficial

manner.

Index Terms-voice, accent, emotion, intonation, deep learning.

I. INTRODUCTION

In general existing systems, be it advanced chatbots or
language models, primarily emphasize the conversion of
spoken words to text, neglecting the crucial layer of emotional
nuances that significantly impact human communication.
While the focus on accurate transcription is vital,
understanding and interpreting the emotional content
embedded within speech adds an invaluable dimension to
human-computer interaction (HCI). Recognizing the
emotional state conveyed through speech is pivotal for
creating empathetic and contextually aware systems that can
respond appropriately to users.Emotion plays a vital role in a
human being’s life. The requirement for human-to-computer
communication had become unavoidable. To accomplish this,
a computer would have to respond differently based on how it
perceives the scenario in the present. To make human-
computer interaction more natural, the computer must respond
to human emotions in the same way as people in similar
situations would. To achieve the goal, the computer can
identify emotion through facial expressions or voices. Speech
is a significant technique of recognizing emotions in HCI.
SER has become one of the most important aspects of HCI[6].

To achieve this, we inherently face two major limitations with
the available research. At present, researchers predominantly
employ deep neural networks to train machine learning
models for emotion classification. This approach offers
notable advantages including rapid training, high
classification accuracy, and enhanced capability compared to
traditional machine learning methods [5]. Conversely,
traditional machine learning techniques often encounter
challenges such as local optimization issues and limited
generalization ability[3]. In this research we try to establish a
model that is capable of properly classifying emotions as set a
standard of emotional state. When the speaker must repress
emotions, some parts of internal sensation are buried and are

not audible in speech. Therefore, computer-based systems are
limited to what can be seen from the input of speech samples
[6]. As a result of the lengthy dispute over the definition of
"emotion" and the appropriate emotional classes, classifying
emotional speech samples is a difficult task. To avoid that
"fruitless discussion," Batlineretal. [7] favor the idea of
emotion-related states [4]. However, among the systems that
do acknowledge the importance of emotion detection, there
remains a significant gap in addressing the diverse array of
accents prevalent in the global population. Emotions are
conveyed not only through words but also through variations
in pitch, tone, and accent, which are unique to each individual
and their cultural or regional background. Unfortunately,
current emotion detection systems often fall short in
effectively capturing these nuanced variations across accents.

But emotion detection from speech is quite difficult for many
reasons: identifying the relevant emotion from a raw speech
signal captured via a microphone can be affected by several
factors such as gender, age, culture, health state, noise... The
early Automatic Speech Recognition systems mainly focused
on emotion recognition in several languages such as
English[2]. Despite all the efforts, there has been little
progress in determining which features were to select for
improved performance [5].

Using a high-dimensional feature set that includes all sound
parameters can aid in capturing all variances [6] but it can also
lead to overfitting. A question could arise that whether a
person expresses an emotion is largely dependent upon the
person speaking, their culture, and the environment in which
the person has been living. Majority of the study has
concentrated on monolingual emotion classification, assuming
that no cultural differences between speakers were present.
Furthermore, application of large-scale acoustic parameters
stood as a difficult task [7]. As a result of this, deep learning
techniques are required for feature selection and low-latency
SER. Through this study, we emphasize the significance of

© 2023 JSRET

1526

947



International Journal of Scientific Research & Engineering Trends
Volume 9, Issue 6,Nov-Dec-2023, ISSN (Online): 2395-566X

not only recognizing emotions conveyed through words but
also through variations in pitch, tone, and accent. Our

approach seeks to bridge this gap, paving the way for more
inclusive emotion detection systems. By employing deep
learning techniques for feature selection and low-latency
Speech Emotion Recognition (SER), we aim to develop a
model that accurately captures emotional nuances across
various linguistic and cultural backgrounds, ultimately
advancing the field of Human-Computer Interaction (HCI).

II. LITERATURE SURVEY

Dr. A. Arul Edwin Raj and Karan Kumar B have proposed a
system where Mel-frequency Cepstral Coefficient (MFCC)
feature is utilized to classify the data into different emotion
groups. CNN is widely used for pattern recognition due to its
many features like Mel Frequency Cepstral Coefficients
(MFCCQ), a relatively simple structure, and fewer parameters
for model training, making it ideal for SER. This technique
effectively achieves a suitable compromise between the real-
time process's performance precision and computing
volume.As a machine learning model, the Speech Emotion
Recognition (SER) system was developed.

This research represents a new case study, aiming to
construct and analyze an emotional speech corpus of the
Algerian dialect. The objective is to propose a novel hybrid
classification model designed to recognize emotions from
Arabic speech. In pursuit of the research goals, a substantial
annotated dataset comprising 1202 audio records was
meticulously collected and constructed. These recordings
were annotated with emotional labels such as happy, angry,
neutral, or sad.Several experiments were conducted utilizing
a variety of machine learning classification algorithms, in
addition to deep convolutional and recurrent neural
networks. It was observed that our proposed LSTM-CNN
model surpassed all other classifiers and approaches,
achieving an impressive accuracy of 93.34%. These results
underscore the potential of LSTM networks in yielding
compelling outcomes for speech emotion recognition. This is
particularly significant in our case study, focusing on
emotion detection from the Algerian dialect.

Deep learning, a novel form of unsupervised methodology,
employs artificial neural network models to analyze and
process emotional information within the data. It utilizes data
features in the deep learning process to identify and label the
emotional content, thus enhancing understanding and
analysis of the knowledge embedded within the dataset. This
paper proposes a hybrid semantic text feature, integrating
CNN and machine learning algorithms. The CNN algorithm
is employed to analyze the data features, contributing to the
development of a comprehensive and stable training model.
Through human network training, the model is fine-tuned
using CNN to label emotional content, and the data features
generated during the deep learning process are utilized to
configure the design parameters of the neural network model.

Their custom feedforward-based deep learning model for
speech emotion recognition demonstrated an impressive

test accuracy of 93% and a training accuracy of 97.44%.
Additionally, the test loss was recorded at 0.20, while the
training loss stood at 0.081. Figure 6 in their study
depicted the training and testing loss, along with the
accuracy, illustrating a favorable performance during
testing. The tools employed for simulation encompassed
Python, Tensorflow, Numpy, Keras, and Google
ColabPro.Their research primarily revolved around
leveraging identifiers present in the datasets, including
modality, vocal channel, emotional intensity, statement,
repetition, and actor. These identifiers closely resembled
stimulus characteristics. Notably, each expression was
produced at two levels of emotional intensity (normal,
strong), with an additional neutral expression. The
overarching goal was to accurately label these emotions
following a thorough assessment of the audio files. While
the achieved results were commendable, they
acknowledged potential areas for improvement. These
areas included implementing noise filtering and
conducting a more detailed analysis of the language used.
They recognized that accurately determining the correct
labels based solely on the provided identifiers could be
challenging at times.

In this experiment, the researchers applied speech
emotion recognition to the IEMOCAP dataset. They
utilized spectral time-frequency information as a feature
extraction technology, incorporating various operations
and filtering processes. For classification, deep learning
technology was employed, utilizing a CNN model to
effectively capture advanced features that preserve
emotional characteristics in speech. Additionally, an
LSTM model was used to maintain temporal information
characteristics in speech.During the test stage, the
Weighted Accuracy (WA) achieved a rate of 61%, and the
Unweighted Accuracy (UA) stood at 56%. In their future
studies, the researchers intend to shift their focus towards
addressing neutral confusion and non-neutral confusion.
They believe that resolving the neutral confusion problem
could significantly enhance the recognition rate for
emotion recognition.

The application successfully achieved speech emotion
recognition and underwent comprehensive testing for
both functional and non-functional requirements,
employing an ELM and RF classifier combination as its
engine. The SER application met all 6 out of 6 defined
requirements with 100% accuracy during the
identification of 70 speech data instances.

In the proposed method, CNN emerged as the superior
and more reliable choice compared to previous
architectures. The Speech Emotion Recognition (SER)
model developed through this approach holds
considerable significance in practical scenarios like police
stations, car board systems, and call centers, where
accurately interpreting emotions is vital. However, the
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study encountered certain limitations, notably the
challenge of handling large-scale acoustic parameters.

Additionally, the research primarily focused on monolingual
emotion classification, assuming a homogeneity of cultural
context among speakers.In acknowledging these limitations
and aiming to enhance the model's versatility and accuracy,
future research endeavors should address these concerns.
Exploring various languages, such as Korean and Spanish, in
the SER model is essential for broader applicability.
Moreover, integrating LSTM and other deep learning models
could potentially augment the precision and efficiency of the
proposed method.

The research team utilized Visual Studio to leverage obtained
output for emotion detection using a trained model classifier,
presenting the results accordingly. The study encompassed a
comprehensive analysis of training and testing samples, along
with the identified features. Accuracy and confusion matrix
were derived by comparing predictions post-training
showcasing an accuracy of 81.52% in the confusion matrix.
This result indicates the model's effectiveness, with efforts
underway to further improve prediction accuracy by
extracting additional features.The research findings
underscore the significance of this technique in the scientific
and technical domain. Librosa was a key tool utilized to
extract emotion recognition features, while Pyaudio facilitated
audio recording. The Matplotlib module played a vital role in
visualizing audio waves for future reference. Employing a
classifier model, the team successfully categorized various
emotions, setting a promising foundation for future
advancements in this domain.

III. METHODOLOGY

The primary objective is to systematically collect, curate, and
annotate new data tailored to suit identified algorithms for
constructing the model. Extensive study of the data's features
and their implications has informed the selection of specific
models. Additionally, a thorough examination of the
Evaluation Metrics outlined in various research papers has
been conducted, with careful consideration given to
integrating them for the robust evaluation of our model.

1.Data Collection

In the domain of data collection, our focal points centered on

two critical aspects:

e Emotion-based Audio File Classification

e Incorporating Diverse Accent Variations within the Audio
Dataset

All datasets consist of audio files. The audio files are

processed by converting them into appropriate features, such

as Mel-frequency cepstral coefficients (MFCCs), using

relevant techniques. Necessary data pre processing, including

augmentation and normalization, is performed using Keras. A

comprehensive model architecture is proposed, incorporating

Convolutional Neural Networks (CNN) for feature extraction

from Mel-frequency cepstral coefficients (MFCCs) and
Recurrent Neural Networks (RNN) for capturing sequential
patterns. The model undergoes training on the curated dataset
for a specified number of epochs. Evaluation involves testing
the model with various audio inputs, including diverse
accents, to assess its performance and achieve higher accuracy
in voice emotion detection. The trained model is saved for
future use, and a web application is developed using the Flask
framework, enabling users to upload audio files for voice
emotion analysis.

2.Speech Emotion Detection Process and Datasets
Analyzing speech emotion through voice and accent in real-
time involves a structured process. The first step is data
collection, gathering a diverse dataset of audio recordings
encompassing various emotions and accents, utilizing
platforms like Kaggle or recording custom data. Next, audio
preprocessing is performed, extracting features like MFCC,
pitch, and intensity analysis, and segmenting the audio into
manageable units. Accent analysis is then implemented,
utilizing linguistic analysis and pronunciation patterns to
categorize accents. The subsequent step involves model
selection and building, choosing appropriate deep learning
models like CNNs, RNNs, or hybrids, and designing an
architecture that integrates both emotion recognition and
accent analysis aspects.

Afterward, the model is trained by splitting the dataset into
training and testing sets, ensuring diverse representation, and
using the chosen architecture and features. Integration into a
real-time system follows, allowing live audio input or audio
file processing. Real-time inference is then implemented,
processing the audio input and providing predictions for both
emotion and accent. Evaluation involves assessing model
performance using metrics like accuracy, precision, recall, F1
score, and confusion matrix for both emotion and accent
recognition, leading to fine-tuning based on results. Finally,
integration into applications like customer service, virtual
assistants, or mental health analysis is conducted, enabling a
comprehensive system to recognize emotions and accents in
real-time audio data, providing valuable insights and
enhancing communication in various applications.
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Datasets
Dataset Link Locality
https://www.kaggle.com/da Well documented, clean
tasets/uwrfkaggler/ravdess- dataset for UK dialect.
emotional-speech-audio
https://www.kaggle.com/co Augmented US dialect
de/lkergalipatak/speech- data.
emotion-recognition-with-
cnn/input?select=Crema
https://www.kaggle.com/da GLOBAL
tasets/tapakah68/emotions-
on-audio-dataset
https://www.openu.ac.il/ho GLOBAL
me/hassner
https://roc- GLOBAL
ng.github.io/XD-Violence
http://en.arabicspeechcorpu | ARABIC Phd Collection
s.com/
https://gitlab.com/nicolasob FRENCH (Data )
in/att-hack/-
/blob/master/README.md

3.Emotion detection using Deep Learning techniques

Deep learning has emerged as a powerful tool in recent years
for predicting crime, leveraging various algorithms such as
Convolutional Neural Networks (CNN), sentiment analysis,
and deep neural networks. These algorithms are proficient in
detecting patterns and anomalies in data, including text,
images, audio, and social media, and can provide insights into
potential criminal activities. When adapted for speech emotion
detection through voice and accent analysis, these algorithms
can prove instrumental.

o Customized CNN: CNN (Convolutional Neural Network) is a
well-known algorithm used not only in image processing but
also in speech emotion classification. In the context of
analyzing audio data, the CNN model is customized to
handle audio features extracted from speech signals. By
assigning weights and biases to differentiate features relevant
to various emotions, this CNN variant with 32, 64, and 128
filters effectively captures the emotional characteristics
embedded in speech data. The model performs optimally on
both training and testing datasets, highlighting its potential in
speech emotion analysis.

e R-CNN: The concept of Region-based Convolutional Neural

Network (R-CNN) 1is extended to speech emotion
recognition, demonstrating its versatility beyond image
analysis. By employing R-CNN architecture, features from
different regions of the audio signal are extracted, enabling
effective emotion recognition. The model, utilizing 32 filters
and subsequent layers, can efficiently analyze audio data,
providing valuable insights into the emotional content of
speech. The integration of R-CNN in speech emotion
recognition signifies a promising advancement in
understanding and interpreting emotions through voice.
VGGNET19 Adaptation: Adapting the VGGNETI19
architecture, renowned for image -classification, to the
domain of speech emotion analysis showcases its
applicability in various data types. In this context,
VGGNET19 is tailored to handle audio features extracted
from speech signals. The model, employing convolution
layers and max-pooling, effectively processes the audio data,
recognizing patterns that signify different emotions. This
adaptation underscores the adaptability and effectiveness of
deep learning architectures in analyzing emotional content in
speech.

ResNet50+LSTM  Fusion: Combining Residual Network
(ResNet) with Long Short-Term Memory (LSTM) networks
presents a powerful approach for speech emotion
classification. ResNet, known for its depth and accuracy, is
utilized in feature extraction from audio data. The LSTM
network, designed to analyze sequential data, effectively
captures temporal dependencies in speech, enhancing
emotion classification accuracy. The fusion of ResNet50 and
LSTM offers a compelling solution for analyzing emotional
nuances conveyed through speech signals.

YOLOV5-inspired Approach : Inspired by the efficiency of
YOLOvVS5 (You Only Look Once) in object detection, a
similar approach is applied to real-time speech emotion
recognition. The YOLOVS architecture, designed for speed
and accuracy, is adapted to efficiently process audio features
extracted from speech signals. This innovative approach
enables real-time analysis of emotional content in speech,
showcasing the adaptability of cutting-edge techniques for
audio-based applications.

Simplified YOLO: The essence of the You Only Look Once
(YOLO) algorithm, initially developed for object detection,
is harnessed to efficiently detect and classify emotions in
speech. This simplified YOLO model focuses on analyzing
audio features encompassing emotional cues. By treating
speech emotion detection as a regression problem, this
approach combines efficiency with acceptable accuracy,
showcasing its potential in real-time emotion analysis
through speech.

MobileNet: MobileNet, a lightweight deep learning
architecture, is repurposed for speech emotion recognition.
Its efficiency and computational speed make it an ideal
choice for analyzing audio features extracted from speech.
By processing audio data with precision and speed,
MobileNet proves to be a valuable tool for real-time emotion
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recognition in speech, paving the way for lightweight yet
effective emotion analysis applications.

e Xception: Xception, known for its accuracy and efficiency in
image recognition, is fine-tuned to handle audio features in
speech emotion recognition. By leveraging its depth-wise
separable convolutional network, Xception efficiently
processes audio data, recognizing patterns indicative of
various emotions. The adaptability of Xception in analyzing

audio signals underscores its potential in enhancing speech
emotion recognition accuracy.

e InceptionV3+LSTM:  InceptionV3, recognized for its
prowess in image recognition, is combined with LSTM to
capture emotional patterns in sequential speech data.
InceptionV3 extracts hierarchical features from audio
signals, while LSTM analyzes sequential data to detect
emotional nuances over time. This fusion provides a
comprehensive approach to speech emotion recognition,
offering insights into emotional variations within speech
sequences.

e VGG16+LSTM: VGG16, a renowned deep CNN
architecture, is paired with LSTM to track emotional
dynamics within speech sequences. VGGI16 effectively
locates and tracks emotional cues, while LSTM identifies
anomalies and patterns in speech sequences. This combined
approach proves valuable in understanding how emotions
evolve and manifest in speech over time, enhancing the
accuracy of emotion classification in audio data.

IV.CONCLUSION

In striving to enhance human-computer interaction and
accentuate the role of pitch and accent in communication, this
research presents a method for real-time analysis of voice
emotions. With a focus on achieving high training accuracy
and minimizing loss during training, we propose a real-time
system for emotion detection utilizing CNNs. This system
adeptly discerns a range of emotions, even amidst diverse
accents and varying pitch, enriching the user experience in
human-computer interaction.
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Abstract: Anticipating pedestrian behavior is critical for traffic management, developing Advai
(ADAS), and creating autonomous vehicles. However, the unpredictability of pedestrians at zebra cross
in designing systems that can aid drivers or enable self-driving. Existing studies often overlook pedesti
predicting motion, and there is no integrated system that connects perception and decision-making tasks
propose a new bottom-up pedestrian Pose Estimation model based on a CNN network that is trained
Pretrained model. This model allows for the analysis of videos captured at zebra crossings and enables
pedestrian poses and movements such as walking, standing, hand signals, crossing, and not crossing. '
on the pedestrian intention estimation (PIE) dataset using the COCO-18 key point model. Our app
solution for predicting pedestrian behavior at zebra crossings. Machine learning-based classifiers ai
performance across different prediction horizon values, resulting in improved accuracy and effici¢
significant implications for traffic management, ADAS, and autonomous vehicles, as it enables them t
pedestrian actions. Overall, this study highlights the importance of integrating perception and dec
pedestrian behavior and provides a promising solution for addressing this critical problem.

Keywords: Pedestrians’ pose estimation, behavioral analysis, Advanced Driver Assistance Systems,
Behavior classification..

1. Introduction computers must understand w
context, accuracy is crucial
meant to recognize pedestrian:
number of times people
detection is an essential funct
developing the ability to rec
equally crucial.

According to the World Health Organization,
road traffic accidents cause 1.35 million deaths each year,
with vulnerable road users, including pedestrians [1],
accounting for more than half of those killed. With the
increasing prevalence of connected autonomous vehicles
(CAVs) [2], protecting pedestrians has become even more
critical. Predicting the behavior of pedestrians in zebra To address this chal
crossing zones 1s essential for autonomous vehicle dataset videos and posture e
navigation, but it i1s challenging because pedestrians do important landmarks on the bc
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Abstract: TensorFlow and Cirg, two key Google frameworks, are used to process the binary image cla
frameworks were developed by Google. The binary image classification is utilized most frequently in
object from its background. The process of segmentation makes it possible to name each pixel as eithe
assign black and white colors that match to those labels. The combination of machine learning with qu
classification that is superior to that achieved by machine learning classification techniques. The Tensort
quantum machine learning framework that enables quick prototyping of hybrid quantum-classical MI. mo
the TFQ library. In order to process the categorization, QNN and CNN are both used as algorithms. Exis
classification include overfitting, a limited amount of data, variability in picture data, and background
interrelated. The quantum machine learning methodology that has been developed has the potential to rec
in image data, optimize the background noise that has been discovered in the images, and minimize the oy
data.

Keywords: TensorFlow-Quantum, CNN, ONN, Cirg
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accuracy and faster training
learning models, leading to 1
classification and other related
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the classical and the quantum
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that are used like TensorFlo
producing quite optimal res
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Binary image classification 1s a popular task in machine
learning where the goal 1s to classify images into two
distinct classes. The Fashion MNIST dataset, which
contains images of clothing items, is a popular benchmark
dataset for binary image classification tasks. Recently,
researchers have been exploring the usage of quantum
computing techniques to progress the accuracy and speed of
mmage classification tasks. TensorFlow-Quantum (TFQ) 1s a
library developed by Google that allows the integration of

quantum computing into TensorFlow, a popular machine-
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Abstract: This study introduces an innovative technique for the prediction of financial market mq
theory principles. Employing time-delay embedding alongside attractor reconstruction, tl
structures within financial market time series data. The identification of these patterns facilitat
model aimed at forecasting forthcoming market behaviours. The findings of the research
challenge posed by the unpredictable nature of financial markets; however, the application
offers valuable perspective into the intricate mechanisms governing these sophisticated sys
highlights the potential of chaos theory as a tool in deciphering and anticipating the fluctuations
contributing to the fields of economic forecasting and financial analyse

Index Terms—Chaos Theory, Time Delay Embedding, Attractor Reconstruction, Trend Prediction, Fina
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In the ever-evolving landscape of financial markets, the
ability to predict market trends is a coveted asset for
economists, traders, and financial analysts alike. Traditional
models often fall short in capturing the complexities and
dynamic nature of financial systems. This limitation has
prompted a pursuit for alternative approaches that can
accommodate the inherent unpredictability and non-linear
characteristics of economic data. Enter chaos theory — a
framework mitially developed to understand complex
natural systems, now increasingly relevant in the domain of
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Abstract—Given the proliferation of connected devices and
the evolving threat landscape, intrusion detection plays a pivotal
role in safeguarding IoT networks. However, traditional
methodologies struggle to adapt to the dynamic and diverse
settings of IoT environments. To address these challenges, this
study proposes an innovative framework that leverages machine
learning, specifically Red Fox Optimization (RFO) for feature
selection, and Attention-based Bidirectional Long Short-Term
Memory (Bi-LSTM). Additionally, the integration of blockchain
technology is explored to provide immutable and tamper-proof
logs of detected intrusions, bolstering the overall security of the
system. Previous research has highlighted the limitations of
conventional intrusion detection techniques in IoT networks,
particularly in accommodating diverse data sources and rapidly
evolving attack strategies. The attention mechanism enables the
model to concentrate on pertinent features, enhancing the
accuracy and efficiency of anomaly and malicious activity
detection in IoT traffic. Furthermore, the utilization of RFO for
feature selection aims to reduce data dimensionality and enhance
the scalability of the intrusion detection system. Moreover, the
inclusion of blockchain technology enhances security by ensuring
the integrity and immutability of intrusion detection logs. The
proposed framework is implemented using Python for machine
learning tasks and Solidity for blockchain development.
Experimental findings demonstrate the efficacy of the approach,
achieving a detection accuracy of approximately 98.9% on real-
world IoT datasets. These results underscore the significance of
the research in advancing IoT security practices. By
amalgamating machine learning, optimization techniques, and
blockchain technology, this framework provides a robust and
scalable solution for intrusion detection in IoT networks,
fostering improved efficiency and security in interconnected
environments.

Keywords—Intrusion detection; IoT networks; machine
learning; random forest, red fox optimization; blockchain
technology

I. INTRODUCTION

The Internet of Things (IoT) represents a transformative
innovation in automation and connectivity, comprising a vast
network of interconnected devices equipped with actuators,
sensors, and computational capabilities [1]. These devices
encompass a diverse range, from everyday items like
household appliances and wearables to complex industrial
machinery and infrastructure components. Central to IoT
networks is their autonomous ability to collect, process, and
transmit data, eliminating the need for direct human
intervention. This autonomy empowers organizations and
individuals to leverage data-driven insights and automation
across various sectors and industries. For instance, in smart
homes, I[oT devices facilitate energy monitoring, remote
appliance control, and enhanced security via connected
surveillance systems [2].

Wearable sensors and medical gadgets help with early
health issue diagnosis, individualized treatment strategies, and
remote patient monitoring in the healthcare industry. In
transportation, loT technologies optimize logistics, improve
traffic management, and enhance passenger safety through
intelligent vehicle systems and infrastructure. Moreover, loT
networks extend their reach into diverse sectors such as
agriculture, where precision farming techniques leverage
sensor data to optimize irrigation, monitor soil conditions, and
maximize crop yields[3]. In industrial settings, IoT-enabled
machinery and production systems enable predictive
maintenance, real-time monitoring of equipment health, and
automation of manufacturing processes, leading to increased
efficiency and reduced downtime. The overarching goal of IoT
networks is to enhance connectivity, efficiency, and
convenience while enabling new levels of automation and
control across various domains. By seamlessly integrating
physical devices with digital technologies, IoT networks pave
the way for a more interconnected and intelligent world,
where data-driven insights drive decision-making and
innovation. However, this proliferation of connected devices
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also brings about significant challenges, particularly in terms
of security, privacy, and interoperability, which must be
addressed to fully realize the potential benefits of the IoT
revolution [4].

IoT networks exhibit a high degree of heterogeneity,
encompassing a diverse array of devices with varying
computational capabilities, communication protocols, and
operating systems. From simple sensors to complex smart
appliances and industrial machinery, these devices run on
different platforms, including embedded systems, Linux-based
platforms, and proprietary firmware[5]. This heterogeneity
poses challenges for interoperability and standardization.
Moreover, [oT networks are highly scalable, capable of
supporting  deployments  ranging from  small-scale
implementations to massive infrastructures comprising
millions of interconnected devices. This scalability leads to
complex network topologies and management challenges.
Connectivity serves as a cornerstone for IoT networks, with
devices employing a range of wired and wireless
communication technologies. The selection of connectivity
technology is influenced by factors such as range, power
consumption, and deployment environment. Additionally, IoT
networks generate a wide array of data types, including sensor
readings, images, audio, and video streams, presenting
challenges for data processing and analysis. Effectively
managing this data diversity is essential for deriving
meaningful insights while maintaining scalability, efficiency,
and data privacy [6].

IoT networks are susceptible to a myriad of security
vulnerabilities, posing significant challenges to their integrity
and reliability. Weak authentication and authorization
mechanisms represent a prevalent threat, as many IoT devices
are shipped with default or easily guessable credentials,
providing malicious actors with unauthorized access and
control over these devices [7]. Furthermore, insecure
communication practices exacerbate the risk, as IoT devices
often transmit data over unencrypted channels or employ weak
encryption protocols, leaving sensitive information vulnerable
to eavesdropping and interception by malicious entities.
Compounding these issues is the lack of timely security
updates from manufacturers, leaving devices exposed to
known vulnerabilities and exploits. Physical vulnerabilities
also pose a substantial risk to IoT networks, as attackers can
exploit physical access to tamper with hardware components,
extract sensitive data, or implant malicious firmware,
compromising the integrity and functionality of these devices

[8].

Additionally, IoT devices are susceptible to being co-opted
into botnets and used to launch distributed denial-of-service
(DoS) attacks against targeted services or networks, leading to
disruptions and downtime. Moreover, the vast amounts of
personal and sensitive data collected and transmitted by loT
devices raise significant privacy concerns, including
unauthorized access, data breaches, and misuse of
information. Supply chain risks further exacerbate the security
landscape, as the global supply chain for IoT devices is often
complex and opaque, making it challenging to verify the
integrity and authenticity of hardware components and
software firmware [9]. Lastly, interoperability issues between
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IoT devices and protocols introduce additional vulnerabilities,
enabling attackers to exploit weaknesses in communication
interfaces and protocols, potentially compromising the entire
network. A comprehensive strategy that includes strong
authentication procedures, encryption methods, regular
security upgrades, physical security measures, and privacy-
enhancing technology is needed to address these issues. In
addition, stakeholders need to work together to create
industry-wide guidelines and recommendations for protecting
IoT networks and devices, minimizing risks, and guaranteeing
the dependability and trustworthiness of the IoT ecosystems
[10].

Intrusion detection in IoT networks is hindered by the
dynamic and heterogeneous nature of these environments,
along with the continuously evolving threat landscape.
Traditional methods struggle to adapt to the diverse array of
devices, communication protocols, and data formats present in
IoT networks, leading to limited coverage and effectiveness.
Scalability poses another challenge, as the sheer volume of
interconnected devices generates large amounts of data that
traditional systems may struggle to process in real-time.
Resource constraints on IoT devices further complicate
matters, making it difficult to deploy traditional intrusion
detection solutions. Furthermore, newer or undiscovered
threats could not be detected by conventional techniques,
calling for more sophisticated detection capabilities.
Moreover, worries about data privacy and integrity continue
since centralized systems have the potential to expose
vulnerabilities or corrupt critical data. Innovative solutions
that are suited to the special features of internet of things
networks are needed to tackle these issues. These solutions
must be scalable, resource-cfficient, capable of robust
detection, and equipped with improved security mechanisms
to efficiently reduce hazards [11].

The rapid expansion of Internet of Things (IoT) networks
has underscored the critical need for a robust and scalable
intrusion detection framework capable of effectively
mitigating security threats. Traditional intrusion detection
systems (IDS) often struggle to adapt to the dynamic and
heterogeneous nature of IoT environments, necessitating
innovative solutions. Our research is motivated by the
imperative to develop such a framework, leveraging advanced
machine  learning  techniques like  Attention-based
Bidirectional Long Short-Term Memory (BiLSTM) networks
for real-time threat detection. Additionally, the integration of
Red Fox Optimization (RFO) enhances the efficiency of
feature selection, enabling more accurate identification of
relevant data amidst the complexities of IoT networks.
Furthermore, the incorporation of blockchain technology
ensures the integrity and trustworthiness of intrusion detection
data, facilitating transparent incident response and forensic
analysis. By synergizing these technologies, our framework
offers a comprehensive defense mechanism against evolving
threats, safeguarding critical assets and bolstering the security
posture of IoT ecosystems. The key contribution of the
research is stated as follows:

e The research presents a pioneering framework that
combines machine learning techniques, such as
Attention-based BiLSTM networks, with Red Fox

948 |Page

www.ijacsa.thesai.org

956



(IJACSA) International Journal of Advanced Computer Science and Applications,

Optimization for feature selection, providing a novel
approach to intrusion detection in IoT networks.

e By leveraging advanced machine learning algorithms,
our framework achieves a significantly higher
detection accuracy of approximately 98%, surpassing
traditional intrusion detection systems and effectively
mitigating security threats in IoT environments.

e The integration of Red Fox Optimization streamlines
feature selection, enhancing the scalability and
efficiency of our framework in handling the dynamic
and heterogeneous nature of IoT data streams, thus
ensuring robust performance even in large-scale IoT
deployments.

e Incorporating blockchain technology ensures the
integrity and tamper-resistance of intrusion detection
data, providing transparent incident response and
forensic analysis capabilities, thereby enhancing the
overall security and trustworthiness of [oT networks.

The paper begins with an introduction to the research topic
in Section I, followed by a comprehensive review of related
literature in Section II. The methodology in Section IV
outlines the proposed framework's design and implementation,
with Section V covering experimental evaluation, results
analysis, and discussion on the framework's effectiveness.
Finally, Section VI concludes the paper.

1I. RELATED WORKS

Strong security mechanisms inside ToT networks are vital,
as evidenced by the increasing ubiquity of Internet of Things
(IoT) technologies. But in Internet of Things contexts,
conventional intrusion detection systems face severe
restrictions because of limited resources and the intrinsic
complexity of the network. Liang et al. [12] research aims to
tackle these issues by developing, putting into practice, and
assessing a novel intrusion detection system. This system
makes use of deep learning algorithms, blockchain
technology, and multi-agent systems as part of a hybrid
placement strategy. The data collecting, management,
analysis, and reaction components of the system are organised
into separate modules. The National Security Lab's NSL-KDD
dataset was used for experimental verification, which
demonstrates how well deep learning algorithms detect
assaults, especially at the IoT network's transport layer.
Notwithstanding the encouraging outcomes, the study admits
significant limitations, such as the requirement for additional
improvement and optimisation of the suggested system in
order to guarantee its scalability and suitability for use in a
variety of [oT scenarios.

Alkadi et al. [13] paper presents a novel approach to
collaborative intrusion detection for safeguarding loT and
cloud networks, leveraging the capabilities of deep blockchain
technology. By integrating blockchain into intrusion detection
systems, the proposed framework aims to enhance the security
posture of interconnected environments through collaborative
threat intelligence sharing and consensus-driven decision-
making processes. Through the utilization of machine learning
algorithms and distributed ledger technology, the framework
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enables real-time detection and response to emerging threats
across diverse network landscapes. Experimental results
demonstrate the efficacy of the framework in detecting
intrusions and mitigating security risks in various network
scenarios. However, the adoption of deep blockchain
technology introduces challenges related to scalability,
latency, and resource consumption. The computational
overhead associated with maintaining a distributed ledger
across multiple nodes may impact the real-time
responsiveness of the intrusion detection system. Furthermore,
ensuring consensus among distributed nodes in a timely
manner can pose synchronization and coordination challenges,
potentially affecting the system's overall efficiency and
effectiveness in rapidly evolving threat landscapes. Addressing
these scalability and performance limitations is essential to
realize the full potential of the proposed framework in large-
scale IoT and cloud networks.

The necessity for strong security measures to protect
Internet-of-things (IoT) environments from potential threats
has been highlighted by the growth of IoT devices. In order to
protect computer networks, including the Internet of Things,
from many types of security breaches, intrusion detection
systems, or IDSs, are essential. The utilisation of collaborative
intrusion detection systems or networks, also known as CIDSs
or CIDNs, has shown promise in improving detection
performance through the sharing of vital information across
IDS nodes, including signatures and alarms. Nevertheless,
because collaborative networks are distributed, they are
vulnerable to insider assaults, in which rogue nodes spread
fake signatures, jeopardising the accuracy and effectiveness of
intrusion detection systems. Using blockchain technology
presents a viable way to safely validate shared signatures. In
this regard, the research of Li et al. (Li et al. 2019) presents
CBSigIDS, an innovative framework for blockchain-based
collaborative signature-based IDSs intended to create and
gradually update a trusted signature database in collaborative
IoT contexts. With no need for a reliable middleman,
CBSigIDS provides a verified method in distributed
architectures. Although CBSigIDS shows promise in
strengthening the efficiency and robustness of signature-based
IDSs, a significant disadvantage is the possible overhead
related to blockchain activities, which calls for additional
optimisation to guarantee scalability and efficacy in practical
deployments.

Issues with privacy, security, and single points of failure in
centralised storage structures still exist as the Internet of
Things (IoT) gains pace, especially in crucial applications. By
providing decentralised and secure data management,
blockchain technology has emerged as a viable answer to
these problems. There is a lot of potential for improving social
and economic advantages when blockchain is integrated with
IoT. But as the 2017 attack on a pool of miners has shown,
blockchain-enabled Internet of Things (IoT) networks are
vulnerable to Distributed Denial of Service (DDoS) attacks,
underscoring the necessity of strong security protocols.
Furthermore, for efficient analysis and decision-making, these
applications' enormous data generation demands the use of
sophisticated analytical tools like machine learning (ML). In
order to address these issues, a unique solution is presented in
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the paper by Kumar et al. [14]. This paper presents a
distributed Intrusion Detection System (IDS) intended to
detect distributed denial of service (DDoS) assaults targeting
mining pools within Internet of Things networks, using fog
computing and blockchain technology. Using Random Forest
(RF) and an optimised gradient tree boosting system
(XGBoost), both trained on dispersed fog nodes, the efficacy
of the suggested IDS is evaluated. The BoT-IoT dataset, which
covers recent assaults seen in IoT networks with blockchain
support, is used in the evaluation. The possible costs and
difficulties of implementing a distributed IDS employing fog
computing in practical settings might be a drawback of the
recommended strategy, necessitating more study and
optimisation for efficiency and scalability. However, the
outcomes demonstrate that Random Forest outperforms
XGBoost in multi-attack recognition and binary attack
detection.

Protecting industrial IoT (IIoT) networks from security
threats is crucial as these networks grow to be essential parts
of wvital infrastructure. Numerous strategies utilizing
Blockchain algorithms and machine learning techniques have
been investigated separately to overcome this problem.
However, Vargas et al. [15] offer an integrated strategy in this
research that integrates these approaches to produce a
thorough defense mechanism for networks of Internet of
Things devices. The objectives of this mechanism are to
identify potential dangers, initiate safe channels for
information exchange, and adjust to the processing power of
industrial Internet of things settings. The suggested method
offers a workable way to identify and stop intrusions in
Internet of Things networks and shows effectiveness in
accomplishing its goals. Despite its achievements, it's crucial
to remember that the suggested integrated strategy can present
challenges for management and implementation, necessitating
the need for extra funding and knowledge for deployment in
actual IIoT scenarios. More investigation is required to ensure
scalability and efficiency while minimizing overhead by
streamlining and optimizing the integration process.

111. PROBLEM STATEMENT

Despite the notable advancements in intrusion detection
systems (IDS) and the integration of blockchain technology
and machine learning techniques in securing Internet of
Things (IoT) networks, several research gaps persist. Existing
studies focus predominantly on individual aspects such as
deep learning algorithms, blockchain-based intrusion
detection, or collaborative signature-based IDSs. However,
there is a scarcity of research that comprehensively addresses
the complex security challenges of IoT environments by
integrating multiple technologies and methodologies.
Furthermore, scalability, efficiency, and practical feasibility
remain critical concerns across these studies, indicating the
need for further exploration and refinement. Thus, our
research aims to bridge this gap by proposing a holistic
framework that combines deep learning algorithms,
blockchain technology, and collaborative intrusion detection
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mechanisms to provide robust security solutions for IoT
networks. By addressing these multifaceted challenges and
evaluating the proposed framework's scalability and
effectiveness across diverse IoT scenarios, our research
endeavors to contribute towards the development of
comprehensive and practical security solutions tailored for IoT
environments.

IV. METHODOLOGICAL INTEGRATION OF ML AND
BLOCKCHAIN FOR 10T INTRUSION DETECTION

The suggested method builds a strong intrusion detection
system (IDS) that is suited for the complex architecture of
Internet of Things networks by fusing blockchain technology
with machine learning. Network traffic, sensor readings,
device logs, and other data from IoT devices are first gathered
and preprocessed to extract pertinent attributes that are
essential for intrusion detection. The framework optimizes
feature subsets to increase intrusion detection efficacy and
efficiency using the Red Fox Optimization (RFO) approach.
Then, real-time anomaly detection is achieved by using
Attention (BILSTM) networks, which take advantage of their
capacity to process sequential data streams present in Internet
of Things settings. Blockchain technology is -easily
incorporated to guarantee the immutability and integrity of
intrusion detection data. Smart contracts are utilized to
provide safe communication and consensus building across
dispersed Internet of Things devices, guaranteeing the
accuracy and consistency of the data. Benchmark datasets
such as the NSL-KDD dataset are used to evaluate the
framework's performance in detail across a range of intrusion
situations. By employing this technique, researchers want to
enhance the efficacy and security of intrusion detection in
internet of things networks, as well as tackle the constantly
evolving problems associated with IoT setups [16].The
suggested technique's architecture is depicted in Fig. 1.

A. Data Collection

The data collection process involves gathering information
from IoT devices, drawing upon a diverse array of network
traffic, sensor readings, and device logs. In this research, we
utilize the NSL-KDD dataset, an open-source resource
available on Kaggle [17], to facilitate the collection of
comprehensive data for intrusion detection system
development. The NSL-KDD dataset offers a rich repository
of labeled network traffic data, encompassing various types of
attacks and normal behaviors, thereby enabling thorough
analysis and evaluation of intrusion detection algorithms.
Leveraging this openly accessible dataset ensures transparency
and reproducibility in our research methodology, allowing for
robust validation and benchmarking of the proposed intrusion
detection framework against a standardized dataset. Through
meticulous data collection from the NSL-KDD dataset, we
aim to capture the diverse range of potential threats and
normal activities prevalent in IoT networks, laying the
foundation for effective intrusion detection system design and
evaluation.
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NSL-KDD dataset

Data Preprocessing

Performance

Outcome Blockchain

Integration
Fig. 1.

B. Data Preprocessing

Following data collection, the input data undergoes
preprocessing to eliminate unwanted noise and address
missing data. This involves four key preprocessing
approaches:

e Data Cleaning

e Normalization

e Data Transformation
e Data Integration

C. Data Cleaning

In order to improve the quality and dependability of
datasets, data cleaning is an essential step in the data
preparation pipeline. It involves locating and correcting
different kinds of data abnormalities. These anomalies may
include corrupted, incorrect, duplicate, or improperly
formatted data entries. The primary goal of data cleaning is to
ensure that datasets are standardized, accurate, and easily
accessible for analysis and query purposes. During the data
cleaning process, several tasks are performed to address
different types of data issues. Firstly, corrupted or incorrect
data entries are identified and either removed or corrected to
restore data integrity. Duplicate entries, if present, are
identified and eliminated to prevent redundancy and ensure
that each observation is unique[18]. Additionally, managing
missing values—which can occur for a number of reasons,
including incomplete records or mistakes in data collection—
is another aspect of data cleansing. When there are missing
values in an observation, they can be imputed using statistical

I
I
—_————
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Proposed integration of ML and blockchain for IoT intrusion detection.

techniques or data from other observations can be dropped.
Additionally, data cleaning ensures that the dataset complies
with the required format and schema by addressing structural
flaws that could arise throughout the data transfer process.
Thorough data cleaning improves the dataset's dependability
and suitability for analysis, allowing analysts and researchers
to derive precise conclusions and make defensible choices
[19].

D. Normalization

Normalization 1is a preprocessing step aimed at
transforming data from its existing range to a new range.
Given the presence of uncertain and incomplete data in the
dataset, it becomes essential to address missing or irrelevant
data to enhance data quality. The dataset can be integrated and
normalized with success using the Min Max normalization
approach. By making sure the dataset is scaled correctly, this
method makes it possible to anticipate outcomes within the
new range and allow for a greater difference in forecasting.
Normalization reduces the influence of differences in dataset
scales by scaling the dataset so that normalized values lie
between 0 and 1. This allows for easier comparison of results
from various datasets. This technique involves deducting the
minimum value from the variable requiring normalization,
resulting in a standardized dataset suitable for analysis and
comparison. Min-max scaling, frequently referred to as feature
scaling, converts the values of each feature to a range of 0 to 1
[20]. To compute the min-max scaling, use Eq. (1).

A—Amin

M

A =
scaled
ase Amax—Amin
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A is the starting value, A,,is the smallest value,
and A, 4,18 the largest value in the dataset. This method is
helpful when the features are not evenly distributed and have a
small range.

E. Data Transformation

Data transformation involves converting the original
dataset into a specific format that facilitates faster and more
efficient retrieval of strategic insights. Raw datasets can be
challenging to comprehend and track, necessitating
transformation into a more suitable form before extracting
information. This transformation process is crucial for
providing easily interpretable patterns, aligning with the
strategic objectives of data conversion. Various techniques,
such as smoothing, aggregation, and generalization, are
employed in data transformation to streamline the dataset.
Smoothing techniques are utilized to eliminate noise from the
dataset, enhancing data clarity. Data aggregation gathers and
presents data in a summarized format, aiding in easier analysis
and interpretation. Additionally, data generalization involves
converting lower-level or raw data into higher-level data
through hierarchical concepts, further enhancing the dataset's
organizational structure and usability [21].

F. Data Integration

Data integration is a preprocessing strategy that combines
data from several sources into a single data repository to give
rich views of the data. These sources could be flat files,
databases, or several data cubes. Collaboration between users
at all levels is facilitated by data integration, which combines
received data with heterogeneous datasets to store consistent
data that is client-accessible. A triplet defines the data
integration mechanism, which is further explained in Eq. (2).

D, =<U,V,W > (2)

In this context, D;represents the process of data
integration, where U stands for the global schema, V denotes
the schema of heterogeneous sources, and W refers to the
mappings between queries of the source and global schema
[22].

G. Feature Selection

In order to improve the effectiveness and productivity of
the intrusion detection process, feature selection is an essential
step in the preliminary processing phase of systems for
detection. Its goal is to pick the most pertinent characteristics
from the pre-processed data. Red Fox Optimisation (RFO)
becomes apparent as a potent feature selection method in this
scenario. To increase the intrusion detection system's overall
performance, RFO works by optimising feature subsets.
Finding a subset of characteristics that maximises the
discrimination between normal and aberrant network
behaviour is the main goal of feature selection using RFO.
This will improve the system's capacity to detect intrusions
effectively while reducing computing overhead. RFO does this
by iteratively assessing and honing potential feature subsets
according to pre-established optimisation standards, including
performance metrics or classification accuracy. The intrusion
detection system may efficiently prioritise and concentrate on
the most useful aspects by using RFO for feature selection.
This lowers the dimensionality of the data and boosts the
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overall effectiveness of the detection process. Additionally,
RFO has the flexibility and scalability to manage high-
dimensional information that are frequently seen in Internet of
Things networks [23].

After obtaining the balanced dataset from the previous
stage, the optimal features for improving intrusion detection
training speed and accuracy are selected using the DRF
optimisation technique. Numerous meta-heuristic optimisation
strategies are developed to improve network security in
standard systems for detection of intrusions. Three newly
created models used for network security are Spider Monkey
Optimisation, Fruity Optimisation, and Greedy Swarm
Optimisation. However, overfitting, which delayed processing,
a slower rate of convergence, and complex computational
procedures are the main causes of its issues. Generally
speaking, some of the most current nature-inspired/bio-
inspired optimisation approaches produced is the Dragon Fly
Algorithm, Moth Flame Optimisation, and Ant Lion
Optimisation, Harris Hawk optimisation (HHO), Flower
Pollination Algorithm. These algorithms are commonly used
to solve complex optimisation problems in a variety of
security applications. The DRF is one of the newest
optimisation algorithms and has several advantages over
previous techniques. It has a low processing cost, less local
optimum, rapid convergence, and guards against algorithm
stacking during optimisation. Furthermore, the DRF35 is not
specifically utilised in applications for IoT-IDS security.
Therefore, the goal of the proposed study is to use this method
to dataset feature optimisation based on the best optimum
solution. Additionally, this optimisation procedure facilitates a
simpler classification method with a higher assault detection
rate [23].

The balanced IoT dataset's characteristics may be
optimally tuned using this optimization approach. Foxes
belong to many Canidae families and are tiny to medium-sized
omnivore animals with pointed noses, long, thin legs,
thicktails, and slender limbs. The foxes may also be
distinguished from each other of their family and from large
dogs. A novel meta-heuristic optimization system called the
DREF takes its cues from the hunting habits of red foxes. When
hunting, the red fox moves slowly towards its prey as it hides
in the underbrush, and then it attacks the animal out of the
blue. Like previous meta-heuristic models, this approach takes
into account both the utilization and investigation of
capabilities. This method creates random people for
initializing parameters, as seen by the subsequent Eq. (3) and

Eq. (4).
R =[ry, 1y, e Tpoql 3)
R =10 (1) e (=)' “4

where, “I” denotes how many populations are present in
the search area. Ten, the global optimal function is used to find
the best solution in the search space. Here, the structure that
follows is used in conjunction with the Euclidean distance to
get the best solution as presented in Eq. (5).

E(((R)DX, (Rpest)) = Y (RD¥ = (Rpest)* 6))
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In Eq. (5) k denotes the number of iterations. The term
"Rpestt" represents the best optimum, while "E(.)" denotes the
Euclidean distance. Accordingly, the optimal solution is
employed to migrate all candidates, as illustrated in Eq. (6):

(RY* = ((R)V* + Gsign((Rpest)* = (RD)) (6)

As a scaling hyperparameter, "g" denotes a random value
selected at random from 0 to 1 for each iteration. For the
whole population, this value is set just once every iteration.
People evaluate the fitness values at their new places after
moving to the optimal posture. People stay in their new roles
if the fitness values are greater; if not, they return to their
previous ones. This procedure is similar to how close relatives
tell others where to hunt after an adventure and return home.
They do what the explorers have instructed, going home
"empty-handed" if they don't locate food, or continuing to
search if there is a possibility. These processes, which take
place during every DRF cycle, resemble suggested global
inquiries. In addition, the applicants' move to new roles must
present a feasible alternative; if not, their previous jobs will
remain. The comparison of the red fox, advancing towards its
prey and watches it, is appropriate here since it is similar to
the DRF model in which a random number » between 0 and 1
is assumed explained in Eq. (7) and Eq. (8) [24].

{Move Forward if, w >Z )
Stay Hiddem if ,w > 3/4
sin(8p) .
w={{hx o2 if 8o # 0 )
T if 6 #0

Here, "h" is a random number in the interval [0, 0.2], and
"50" is another random number in the interval [0, 2xt], which
indicates the fox viewing angle. Furthermore, "t" represents a
random number between 0 and 1. To model motions for the
population of persons, the set of solutions for geographic
coordinates is as follows. All things considered, the
incorporation of RFO for picking features in intrusion
detection systems improves computing efficiency and
scalability while also strengthening the system's capacity to
precisely detect and address security threats in Internet of
Things networks. This method emphasises how crucial it is to
use cutting-edge optimisation strategies in order to optimise
feature subsets and improve intrusion detection technologies'
overall effectiveness.

H. Intrusion Detection using Attention Bi-LSTM

The Attention-based BiLSTM model is used to identify
intrusions in the NSL-KDD dataset. Using specialised
memory units, LSTM—an improved version of the classic
Recurrent Neural Networks (RNN)—captures long-term
relationships in the MTS dataset efficiently [20]. The gradient
vanishing problem is addressed by LSTM models, in contrast
to conventional RNN techniques. Rather than depending just
on the architecture of hidden units, they also incorporate
memory cells that capture the long-term dependence of
the signal. Four regulated gates make up the LSTM model: an
output gate, a forget gate, input gate, in addition to a self-loop
memory cell. These gates control how several memory
neurons' data streams communicate with one another. The
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forget gate in the LSTM model's hidden layer decides which
data from the previous time frame to keep and which to
discard. The input gate makes the decision to simultaneously
inject data from the memory unit into the input signal or not.
The output gate decides whether to change the state of the
memory unit [24]. The following Eq. (9) through Eq. (14) are
used to determine the neuron state, hidden layer results, and
gate states, taking into account the input xt from the NSL-
KDD dataset and the dynamic output state h,:

ipe = o(Xjup + Yiheq +a;) ©)
fge = o(Xpup + Yehe_y + af) (10)
op; = o(Xoup + Yohe—q + a,) (11)
¢t = f9:Oci_1 + ip,OC; (12)

The weight matrices that recur are indicated by as Y;, Y%,
Y,, while the representation of the weighted matrix for the
forget, output, input, and memory cell gating by X;, X, X,,
respectively. The biases for the gates are formulated as a;, ay,
a,. The candidate's cell state C., is utilized to update the
original memory cell state, c,. Step indicates the hidden layer's
state h,_;at any given moment, while ot indicates the
outputop,. The symbol ( denotes the eclement-wise
multiplication operation. The hyperbolic tangent function is
denoted as tanh, and the logistic sigmoid activation function is
represented by c.

The standard LSTM model's limitation lies in its one-
directional analysis of input signals during training, potentially
leading to the inadvertent oversight of sequential information.
In contrast, the BILSTM was designed with a bidirectional
structure, leveraging two LSTM layers operating in opposing
directions to capture representation information both forwards
and backwards. This bidirectional setup includes a hidden
layer for reverse transmission (denoted as hb(t)), incorporating
future values, alongside a forward propagation hidden layer
(hf(t)) that retains data from previous sequence values.
Ultimately, the BILSTM model's final output is a fusion of
both hf(t) and hb(t), facilitating a more comprehensive
understanding of time series data.

Mfg(t) = (p(Y}mut + Yfmmuf(t—l) + afa) (13)

Ma(t) = (p(Yamut + Yammua(t—l) + aa) (14)

Besides these, aszand agalso relate to two-way biassed
data. The weight matrix “Yf,, and Y, represents the synaptic
weights from the input value to the internal unit for both
forward and backward directions. Similarly, the forward and
backward feedback recurrent weights are denoted by Yz, and

Yamm .

The tanh function serves as the activation function y for
the hidden layers (HLs). It determines the output of the
BiLSTM as b;.

by = o (WempMmy ey + WampMa) + ap) (15)

The forward and backward weights of the resulting layers
are represented by Wy, and Wy, tespectively, in Eq. (15).
Both a linear or sigmoidal function is provided as the
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activation function of the resulting layer 6. Moreover, by
denotes the bias in the output.The attention mechanism
contributes to the learning process of the Attention BiLSTM
model by assigning varying weights. The attention ai for a
hidden layer hi is calculated using Eq. (16):

x; = tanh(Wh; + a) (16)

BiLSTM networks provide a powerful means to examine
sequential data streams, enabling real-time detection of
anomalous behavior and security threats in IoT networks.
Leveraging BiLSTM architectures, these networks excel in
capturing temporal dependencies and patterns present in IoT
data, which are often characterized by their dynamic and time-
varying nature. By effectively modelling the sequential nature
of IoT data, BiLSTM networks can accurately identify
deviations from normal behavior, facilitating prompt detection
of intrusions and security breaches. To protect the integrity
and confidentiality of IoT systems and devices, respond
proactively to new threats, and strengthen the security posture
of IoT networks, this capability is essential.

I Blockchain Integration

The integration of blockchain technology into intrusion
detection systems involves several key steps to ensure the
integrity and immutability of the data while facilitating secure
communication among distributed IoT devices through smart
contracts.

1) Data logging: In the process of data logging, intrusion
detection data generated by IoT devices is systematically
recorded onto the blockchain network. Each piece of data is
meticulously timestamped and cryptographically secured,
ensuring its integrity and safeguarding against any potential
tampering attempts. By timestamping cach entry, the
blockchain network establishes a chronological order of
events, enabling a comprehensive audit trail of intrusion
activities. Additionally, the cryptographic security measures
implemented within the blockchain network guarantee the
immutability of the logged data, thereby providing a reliable
and tamper-proof record of security events. This meticulous
logging process enhances the trustworthiness and reliability of
the intrusion detection system, enabling robust security
monitoring in [oT networks [25].

2) Blockchain node: In the context of blockchain
technology, blockchain nodes serve as essential components
responsible for validating and recording logged intrusion
detection data. These nodes are distributed across the
blockchain network, ensuring decentralization and resilience
against single points of failure. Each node maintains a copy of
the decentralized ledger, which contains a complete record of
all transactions, including the logged intrusion detection data.
When new data is logged onto the blockchain, it undergoes
validation by multiple nodes within the network to ensure its
authenticity and integrity. This validation process involves
verifying the cryptographic signatures associated with the data
and confirming its adherence to the consensus rules
established by the network protocol. Once validated, the
intrusion detection data is appended to the blockchain ledger,
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becoming a permanent and immutable part of the distributed
database. By distributing the responsibility for data validation
and storage among multiple nodes, blockchain networks
achieve redundancy and fault tolerance, enhancing the
reliability and resilience of the overall system. Furthermore, as
blockchain nodes are decentralised, no one organisation can
exert control over the system as a whole, fostering openness,
confidence, and security in the logging and archiving of
intrusion detection data.

3) Proof of work: The consensus mechanism of the
blockchain is essential to guaranteeing that all dispersed nodes
agree on the veracity of logged data. To reach this consensus
among network users, consensus techniques like Proof of
Work (PoW) are used. Proof-of-work (PoW) consensus is a
competitive mechanism in which nodes solve challenging
mathematical problems to validate transactions and append
new blocks to the blockchain. This is a resource-intensive
procedure that uses a lot of energy and processing power.
Nonetheless, other nodes in the network confirm the answer
after a node completes the puzzle and suggests a new block.
The block is appended to the blockchain if the answer satisfies
the consensus requirements. By using this decentralised
method, blockchain networks maintain the integrity and
durability of the blockchain ledger by facilitating consensus
across dispersed nodes about the veracity of recorded data.
Additionally, consensus mechanisms like PoW contribute to
the security of the blockchain network by mitigating the risk
of malicious actors attempting to manipulate or alter the
logged data. Overall, the consensus mechanism serves as a
fundamental building block of blockchain technology,
enabling decentralized trust and coordination among network
participants [26].

A key element of blockchain networks is the proof-of-
work (PoW) consensus mechanism, which guarantees
dispersed nodes' agreement on the legitimacy of transactions
and the appending of new blocks to the blockchain. PoW
comprises the following crucial steps:

e Transaction Propagation: Transactions are broadcasted
to all nodes in the blockchain network. Each
transaction contains details such as sender, recipient,
amount, and cryptographic signatures.

e Block Creation: Transactions are grouped together into
blocks, forming a candidate block for addition to the
blockchain. Miners, who are nodes responsible for
creating new blocks, select transactions and assemble
them into a block structure.

e Mining Competition: Miners compete with each other
to solve the Proof of Work puzzle. They utilize
computational power to generate hash values by
iteratively modifying a nonce (a random number) in the
block header until the desired hash value is found. This
process is computationally intensive and requires
significant computational resources.
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e Verification: A miner broadcasts the candidate block
and the solution to the network as soon as they
discover a workable solution to the problem. The
legitimacy of the answer and the transactions included
in the block are then confirmed by further nodes inside
the network.

e Consensus: If the majority of nodes in the network
agree that the proposed solution is sound and the block
conforms to the consensus requirements, the block is
accepted and posted to the blockchain. It is ensured
that all distributed nodes concur on the validity of the
transactions and the addition of new blocks to the
blockchain by going through this process.

e Reward: A fixed quantity of bitcoin plus any
transaction fees included in the block are awarded to
the miner who effectively mines a new block. This
encourages miners to use up processing power and take
part in the consensus-building process on the network.

In general, the Proof of Work technique reduces the
possibility of malevolent actors attempting to influence the
blockchain by demanding computational resources to verify
transactions and generate new blocks, hence ensuring the
security and integrity of blockchain networks.

1) Smart contract: Smart contracts serve as the backbone
of automation and governance within IoT networks by
providing a decentralized, programmable framework for
enforcing rules and conditions. These contracts, encoded with
predefined logic, are deployed on the blockchain, ensuring
immutability and tamper-proof execution. Within the context
of IoT, smart contracts automate interactions between devices,
enabling seamless communication and coordination without
the need for intermediaries. By executing automatically when
specific conditions are met, such as sensor readings or trigger
events, smart contracts streamline processes and mitigate the
risk of human error. Moreover, the decentralised structure of
these systems gets rid of single points of failure and minimises
dependence on centralised authority, hence improving security
and resilience. Additionally, conditional execution of
operations is made possible by smart contracts, which let
gadgets react quickly to shifting conditions. This feature
improves IoT network responsiveness and operational
efficiency. Furthermore, network participants' confidence and
responsibility are bolstered by the openness and auditability
provided by smart contracts. Overall, smart contracts play a
critical role in driving efficiency, security, and transparency in
IoT ecosystems, laying the foundation for scalable and
resilient decentralized applications [27].

2) Secure communication: In the ecosystem of IloT
networks, secure communication is facilitated through the
interaction between loT devices and the blockchain network
via smart contracts. These contracts act as intermediaries,
enforcing cryptographic protocols and access controls to
ensure that communication remains secure. By leveraging
cryptographic techniques such as encryption and digital
signatures, smart contracts authenticate and authorize devices,
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mitigating the risk of unauthorized access or tampering.
Through predefined rules and conditions encoded within the
smart contracts, only authorized devices are granted
permission to access and modify data stored on the
blockchain. This robust enforcement of security measures
enhances the integrity and confidentiality of communication
within IoT networks, safeguarding sensitive information and
preventing unauthorized manipulation of data. Overall, the
utilization of smart contracts enables secure and trustworthy
communication channels, fostering confidence in the
exchange of data and transactions within IoT ecosystems.

V. RESULT AND DISCUSSION

The proposed framework undergoes rigorous evaluation
using benchmark datasets, including NSL-KDD and BoT-IoT,
to comprehensively assess its performance in detecting
various types of intrusions within IoT networks. By leveraging
these datasets, which contain diverse and realistic intrusion
scenarios, the framework's efficacy in identifying and
mitigating security threats is thoroughly scrutinized.
Performance metrics are used to assess how well the
framework differentiates between malicious activity and
typical network behavior. These measures include detection
accuracy, false positive rate, and computing -efficiency.
Furthermore, the assessment procedure entails contrasting the
outcomes of the framework with those of current intrusion
detection systems in order to measure its effectiveness in
relation to predetermined benchmarks. The suggested
framework's potential to strengthen the security posture of IoT
networks is carefully investigated through this methodical
study utilizing typical datasets, offering insights into its
advantages and shortcomings.

A. Performance Metrics

Performance metrics refer to the numerical values that are
utilized to assess how well an intrusion detection system
detects and neutralizes security threats on a network.
Commonly used metrics include the following ones:

1) Accuracy: The percentage of accurately identified
occurrences—both true positives and true negatives—out of
all the instances that were examined is known as accuracy. It
offers a general indicator of how effectively the intrusion
detection system classifies events as either intrusions or
routine activity.

2) Precision: Positive predictive value, or precision, is a
metric that expresses the percentage of accurately detected
positive cases (true positives) across every case categorized as
positive (false positives and true positives). It shows how well
the system can detect intrusions without mistakenly labelling
routine operations as such.

3) Recall: Recall, also known as sensitivity or true
positive rate, is the proportion of correctly identified positive
cases relative to all real positive occurrences in the dataset. It
assesses the system's ability to identify every incursion,
lowering the likelihood that any malicious activity would go
undetected.
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4) Fl-score: The Fl-score, which achieves equilibrium
between recall and accuracy, is derived from the harmonic
mean of these two metrics. Recall and accuracy are combined
into one figure, which accounts for both false positives and
false negatives.
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As the threshold rises from 0 to 1, the true positive rate
(TPR) progressively falls from 0.98 to 0.85, suggesting a
decline in the percentage of true positive cases that are
correctly categorised, as seen in Fig. 3. The TPR stays
comparatively high at 0.95 at a threshold of 0.25, indicating
that true positive cases can be effectively detected even with
somewhat loosened thresholds.

TABLE L PERFORMANCE METRICS
Metrics Efficiency
Accuracy 98.9
Precision 94
Recall 95
F1-Score 95

As shown in Table T and Fig. 2, the suggested intrusion
detection approach exhibits excellent efficiency with an
accuracy of 98.9%, demonstrating its capacity to accurately
categorise cases as either intrusions or routine operations.
Furthermore, the approach displays a 94% accuracy rate,
which indicates the percentage of accurately detected
incursions among all cases that are categorised as positive,
hence reducing false positives. With a recall rate of 95%,
which indicates that the system can detect all incursions, there
is little chance of a missed detection. Furthermore, a balanced
performance in terms of both accuracy and recall is shown by
the Fl-score, which harmonises the two metrics, which is
recorded at 95%. All of these measures show how successful
and dependable the suggested intrusion detection technique is
at identifying and reducing security risks in the network
infrastructure.

Performance Efficiency

Precision Recall F1-Score

Accuracy

Fig. 2. Performance efficiency.
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Fig. 3. Receiver operating characteristic curve.

TABLE II. SORTING RESULT OF NSL-KDD
Methods AUC Error Rate
Gradient Boosting Classifier 47.64 0.4905
Deep Learning 77.88 0.2256
Proposed Method 98.9 0.0025

The NSL-KDD dataset's categorization outcomes using
different techniques are shown in Table II. With an error rate
of 0.4905 and an AUC of 47.64%, the Gradient Boosting
Classifier performs relatively poorly. By comparison, the
Deep Learning approach shows noticeably higher
performance, with an error rate of 0.2256 and an AUC of
77.88%.

Proposed Method

Gradient Boosting Classifier

(=]

20 40 60 80 100 120

mAUC m=Error Rate

Fig. 4. Classification result of NSL-KDD.

The results presented in Fig. 4 demonstrate that the
suggested approach outperforms the two other options, with
an exceptional AUC of 98.9% and a remarkably low error rate
of 0.0025. These outcomes highlight how well the suggested
strategy performs in comparison to other methods when it
comes to correctly identifying instances in the NSL-KDD
dataset.

TABLE IIIl.  RECOGNITION OUTCOMES OF ATTENTION BASED BILSTM
APPROACH ON NSL-KDD DATASET
.. F1-
Data Class Accuracy Precision Recall
Score
Normal 98.4 96.3 97.3 96.3
Training | Attack 97.4 97.4 98.4 95.5
Average 97.7 97.7 97.7 97.7
Normal 98.9 97.5 96.4 95.8
Testing Attack 97.3 98.3 97.3 98.3
Average 98.9 98.9 98.9 98.9
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The NSL-KDD dataset's recognition results from the
Attention-based BILSTM technique are shown in Table IIT and
Fig. 5.

100
99
98
97
96
95
94
93
Accuracy Precision Recall F1-Score
B Training Normal M Training Attack M Training Average
BTesting Normal ®Testing Attack ®mTesting Average
Fig. 5. Recognition outcomes of attention based BILSTM approach on NSL-

KDD dataset.

It includes accuracy, precision, recall, and F1-Score, split
into normal and attack classes, for both the training and testing
datasets. In the training dataset, the method achieves 98.4%
accuracy for normal cases and 97.4% accuracy for attack
instances. Respectively, the corresponding accuracy, recall,
and F1-Score values are 95.5% and 96.3%, 97.3% and 98.4%,
and 96.3% and 97.4%. Comparable outcomes are seen in the
testing dataset, where the technique achieves 97.3% accuracy
for attack instances and 98.9% accuracy for normal cases. The
corresponding F1-Score, recall, and accuracy scores are
97.5%, 98.3%, and 95.8%, respectively. The average results
for each class are also provided for the training and testing
datasets.

B. Discussion

The research studies under discussion offer novel
strategies for resolving the security issues that arise in Internet
of Things networks. These specifically concentrate on
intrusion detection systems (IDS) and make utilisation of
blockchain and machine learning technology. The study by
Liang et al. [12] suggests a hybrid intrusion detection system
that makes use of multi-agent systems, blockchain technology,
and deep learning techniques. The system is divided into
distinct modules for data collecting, management, analysis,
and response with the goal of improving detection accuracy,
particularly at the transport layer of Internet of Things
networks. Scalability and optimisation continue to be major
obstacles to practical implementation, notwithstanding
encouraging findings. A collaborative intrusion detection
architecture including blockchain technology for safe sharing
of threat intelligence across cloud and Internet of Things
networks is presented by Alkadi et al. [13]. While consensus
processes and deep blockchain technology are adept at
detecting intrusions and reducing security threats, their scale
presents serious problems for efficiency and real-time
response. A blockchain-based collaborative signature-based
IDS called CBSigIDS is proposed by Li et al. with the goal of
creating a trustworthy signature database in dispersed IoT
systems. Although it provides a safe way to validate
signatures, blockchain overhead scalability issues require

Vol. 15, No. 4, 2024

further work before a viable implementation can be made.
Kumar et al. [14] offers a distributed intrusion detection
system (IDS) that uses blockchain technology and fog
computing to identify DDoS assaults directed at IoT mining
pools. They assess the system's effectiveness in identifying
IoT network assaults using machine learning algorithms
trained on scattered fog nodes. But there are still issues with
realistic implementation and optimisation needed for
efficiency and scalability. Although these studies show how
blockchain and machine learning technologies could
potentially use to improve IoT network security, scalability,
optimisation, and practical deployment issues must be
resolved before their full promise could be realised in practical
settings.

The study presents a complete framework for reliable and
scalable intrusion detection in IoT networks by integrating
machine learning techniques with blockchain technology. The
solution addresses the challenges posed by the dynamic and
heterogeneous nature of IoT environments by employing Red
Fox Optimization for feature selection and Attention-based
BiLSTM for anomaly identification. The adoption of
blockchain technology improves security by ensuring the
validity and inviolability of intrusion record detection. The
study advances the area by providing an all-encompassing
method of intrusion detection that takes security and
efficiency into account. Real-time identification of
abnormalities and malicious activity in [oT traffic is made
possible by the use of sophisticated machine learning
algorithms, and scalability is improved by optimization
approaches that assist decrease the dimensionality of the input
data. Furthermore, the system gains an additional degree of
protection through the integration of the technology known as
blockchain, which offers tamper-resistant recordings of
detected intrusions. The usefulness of the suggested
architecture is demonstrated by experimental findings, which
on real-world IoT datasets yield a high detection accuracy of
about 98.9%. These findings highlight how important the
study is to improving IoT security state-of-the-art. The report
does, however, admit several limitations, including the need
for more assessment in various loT scenarios and the
computational cost related to blockchain integration.
Prospective study avenues encompass investigating alternative
machine learning algorithms and optimization methods,
tackling scalability issues, and refining blockchain-associated
procedures. Overall, the research offers a viable strategy for
improving intrusion detection in Internet of Things networks,
opening the door to more robust and safe linked settings.

VL CONCLUSION

The suggested system, which makes use of blockchain and
machine learning, offers a viable solution to the problems
associated with intrusion detection in Internet of Things
networks. The accuracy and scalability of the intrusion
detection system are improved by integrating Red Fox
Optimization for feature selection and Attention-based
BiLSTM for anomaly detection. Moreover, the incorporation
of blockchain technology ensures the integrity and
immutability of intrusion detection logs, thereby enhancing
security. On real-world IoT data sets, experimental findings
show the usefulness of the technique with a high detection
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accuracy of about 98.9%. However, it is important to
acknowledge some limitations and areas for future work.
Firstly, while the proposed framework shows promising
results, further research is needed to evaluate its performance
in diverse IoT environments and under various attack
scenarios. Additionally, the scalability of the system needs to
be investigated to handle large-scale IoT networks efficiently.
Furthermore, the computational overhead associated with
blockchain integration may pose challenges in resource-
constrained IoT devices, requiring optimization strategies.
Moreover, continuous advancements in intrusion techniques
necessitate ongoing updates and improvements to the
detection algorithms and feature selection methods. Future
studies may look at applying more machine learning
algorithms and optimization techniques to enhance the
robustness and efficiency of intrusion detection systems in
Internet of Things networks. All things considered, this work
establishes the groundwork for next investigations that seek to
create [oT ecosystems that are more robust and safer.
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current scenario; specific sectors that require IoT include industrial automa-

tions, habitat monitoring, and nanoscopic sensor applications. The use of
optimal wireless sensor networks (WSNs) in transmission techniques has
resulted in their involvement. A WSN is made up of thousands of randomly
distributed sensor nodes that sense and transmit environmental data such as
temperature, pressure, humidity, light, and sound. One of the most important
requirements when using these sensor nodes is energy. As a result, it has
become a major area of research in recent years; additionally, several design
techniques and protocols have been presented in the last decade, particularly
for IoT-based applications. As a result, the systemization of an energy-
optimized WSN in dynamic functional conditions with automatic
self-configuration of sensor nodes is a critical goal. This paper proposed an
opportunistic energy-efficient dynamic self-configuration routing (OEDSR)

algorithm for IoT-based applications. Initially, the optimal route to the base
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station (BS) is calculated by using the residual energy and mobility factor of
the sensor nodes obtained through a routing tree model based on graph theory.
To reduce the number of connections, an optimal path is determined based on
dynamic cluster generation through a hierarchical tree architecture. Finally,
the network-related parameters, such as throughput, delay and packet delivery
ratio (PDR), are compared with the peer existing routing protocols to depict
the efficiency of the OEDSR protocol.

KEYWORDS
energy-efficient, IoT, mobility, PDR, self-configuration, WSN

1 | INTRODUCTION

A typical WSN is likely to involve elemental blocks that are required to observe, process, and communicate with
neighboring nodes. These blocks allow users to sense, act on, and transmit information based on the needs of the
identified circumstances. The user could be someone involved in business, medicine, civil, or government opera-
tions. A framework, biological system, or physical environment may be used to describe the conditions.! Surveil-
lance, telemedicine, data collection, and forest fire monitoring are just a few of the applications of WSN-IoT
applications. The WSN's purpose is not only to observe and transmit information but also to control information
remotely using actuators.’

The WSN components are classified into four major categories: (1) wireless sensor nodes distributed at random,
(2) gateway connection, (3) cluster heads (CHs), and (4) BS. The CH is a cluster node responsible for collecting data
from all of the sensors in its cluster and relaying it to the BS.2 Because the WSN collects a massive amount of data,
data processing and analysis are considered critical events.” The computational and infrastructural designs of WSN-
based IoT vary depending on the environmental specifications.* WSNs are typically expected to operate in a
restricted environment. As a result, a difficult wireless structure was formed, and constraints were examined.> How-
ever, the WSN has dealt with well-known routing schemes; additionally, specific ad hoc protocols are not permitted
within the WSN.

1.1 | Communications in IoT

Intra-cluster communication occurs within the cluster, and inter-cluster communication occurs with neighboring
cluster sensor nodes.® Sensing, radio channel observation, and operations with computational constraints are some
of the high-power-consuming operations of WSN nodes. Sensor nodes emit power not only during data packet
reception and transmission but also when they simply listen to the network channel for packet routing
information.

The sensor node's responsibility is to collect and transmit information to the cluster's CH. Furthermore, during the
clustering of the sensor nodes, the physical location of the sensor nodes must be communicated to all sensor nodes in
the nearby clusters in order to inform the clusters to combine the sensor nodes during the clustering process.” The BS
node is in charge of selecting sensor nodes within clusters to sense information from the environment and transmit it
to the corresponding CH.

Certain factors may affect the communication path during the wireless channel communication, resulting in
congestion or bottleneck. The bottleneck problem arises as a result of inefficient clustering mechanisms.® Congestion
or bottlenecking has the effect of increasing delay and decreasing PDR and throughput. A collision-free traffic-aware
routing scheme must be implemented to achieve a reliable communication channel. While considering the data, the
system performs a data segregation process due to the repeated transmission of redundant data over the network.
The BS node’ deletes the repeated data during this process. However, it raises the computational complexity of the
BS node. To avoid this, all sensor nodes that are extremely close together are not allowed to sense and
transmit data.
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1.2 | Clustering in IoT

The BS node is responsible for informing the user about the value of the collected data; additionally, transmitting the
aggregated data to the destination sensor node reduces computational complexity and system load."® Sensor node clus-
tering is used to reduce the complexity of data aggregation. To manipulate the WSN stream, several clustering mecha-
nisms are available. According to the simulation results of one study, a network with efficient clustering can provide
twice the lifetime of non-optimized WSNs. Clustering also improves network scalability. Figure 1 illustrates the cluster-
ing in IoT.

The CHs are chosen based on the node parameters. The parameters determining the CHs are node mobility, node
location, and the node's average residual energy (ARE)."" For the duration of the sequence of operations, the selected
CH remains the head. Clustering methods are classified into two types: those with a fixed cluster size and those with a
variable cluster size. The static cluster size is used in stable WSNs, while the dynamic cluster size is used in mobile
WSNs.'? The BS node also provides the cluster's minimum threshold size.'*> The network topology varies depending on
the mobility of the nodes; thus, the cluster size varies from one set of operations to another.

Because these sensor nodes are processed to combine as a group of multiple clusters, enlarging the network in the
event of an association with any other conjugate network'* is much easier. Furthermore, because the infrastructure
required for the wireless network is significantly less expensive and more affordable, network augmentation is simple.
Figure 2 represents inter and intra-cluster communications.

Implementing a clustering algorithm is a difficult task. Following the implementation of the clustering algorithm,
the network may face the following design and processing challenges that affect clustering in a WSN.

1. Data collection: Normally, the physical design of sensor nodes is limited to ensure compactness. Because they are
mostly used in unattended areas, they must be cost-effective. As a result, one of the major factors limiting clustering
performance in a WSN is the constraint of data accumulation. For example, when certain network-related issues

Remote server
(Admin/Host)

Inter
communication =
links

Cluster 2

FIGURE 1 Clustering in IoT.
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FIGURE 2 Inter and intra cluster communication.

occur, a dependable WSN may be required to store specific packets. In this case, the sensor node can handle small-
sized data packets; however, if the data size exceeds the limit, the packet is dropped, and the clustering algorithm is
deemed unfit for implementation.

2. Data distribution: The data to be distributed must traverse the network while considering network coverage. Every
sensor node in the cluster must respond appropriately in this case. When there is a discrepancy in the clustering
technique, certain sensor nodes remain uncombined. As a result, if the information reaches the uncombined sensor
nodes, these nodes will attempt to communicate directly with the BS.'” If the BS node is far from the transmitting
node, the sensor node's energy consumption will be high. Furthermore, the likelihood of the data reaching the BS is
low.

3. Security concerns: Because WSN-IoT nodes are vulnerable to a wide range of security threats, a clustering algorithm
must be built to withstand malicious attacks. Attacks can occur anywhere within the cluster.'® During the clustering
process, for example, a malicious node may attempt to combine with a cluster. If the algorithm is security-specific,
the malicious node will be identified and removed from the WSN.

4. Reserved energy: Transmitting a single data packet through a non-clustered WSN allows the data to travel at a high
communication cost; additionally, data loss or leakage may occur in this type of communication.'” Clustering would
alleviate the problem because the CH would be the next-hop destination for every sensor node in the cluster; thus,
the data packet could identify the ideal destination for the next hop, preventing the looping problem. As a result,
balanced energy utilization is impossible without a proper clustering process.

5. Network lifetime: If the WSN is not clustered, the sensor node's energy is depleted. This does not imply that data
transmission is impossible in the absence of clustering.'® However, without clustering, sensor nodes lose energy
quickly and transmission times are extremely long. Because the WSN's lifetime is directly proportional to the
energy consumption of the sensor nodes, the clustering process is critical for optimizing network lifetime.

1.3 | Security challenge in IoT

Because of its ease of construction and low technical requirements, the WSN is easily vulnerable to security threats. As
a result, security is a major concern in the case of highly confidential applications, such as military and medical
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diagnostics, such as telemedicine. Because of the characteristics of the WSN, traditional security techniques are unable
to overcome security threats.'® There are several ways for an attacker to gain access to the WSN.

The cluster's CHs send and receive data to the BS node. Rather than attacking the sensor node, the attacker can
inject malicious data into it. Furthermore, the BS node cannot determine whether or not the information received is
reliable. Certain silent attacks may occur in the WSN; these attacks are extremely harmful because they generate bogus
data® into the network routing stream. This unwanted redundant data causes cluster congestion or bottlenecks. As a
result of the delay”' and packet dropping, the entire communication channel becomes unreliable and inefficient. There
are several methods for determining whether the information received is correct or incorrect. The first is a hardware-
based technique, and the second is a software-based technique. The hardware-based method necessitates advanced
computing machines that must be kept in a specialized environment with sophisticated network availability. The
software-based design is not very reliable; however, it can identify redundant information generated in the cluster's
closely related sensor nodes.

1.4 | Motivation

The motivation behind the development of opportunistic energy-efficient clustering algorithms lies in addressing the
energy consumption challenges in WSN-IoT network communications and other resource-constrained networks. WSNs
consist of a large number of tiny, battery-powered sensors that collect and transmit data from the environment.
Prolonging the network's operational lifetime while maintaining its functionality is a critical concern due to the limited
energy resources of these sensors. Opportunistic energy-efficient clustering algorithms aim to optimize energy con-
sumption by leveraging the inherent characteristics of the network, communication patterns, and node heterogeneity.

The following section depicts the general structure of the study method: Section 2 discusses the various peer-
competing existing protocol and their limitations. Section 3 presents the proposed method and is tested with different
scenarios. The result analysis of the proposed and existing protocols is presented in Section 4. Finally, Section 5 con-
cludes the paper and highlights the future scope.

2 | LITERATURE REVIEW

This section contains a review of the literature on available routing techniques as presented by various researchers.
Because the WSN-IoT applications paves the way for the ultra-modern sophisticated world, the analysis is focused on
recent routing technologies for IoT-WSN. So, in this section, an analysis was performed, and the benefits and draw-
backs of existing versus proposed schemes were compared. The classification of this literature study is explained in the
following subsection.

2.1 | Energy-efficient routing in WSN

Chithaluru et al** developed an energy-saving routing protocol to extend the lifetime of WSN, focusing on one dimen-
sional (1-D) queue networks. The resolution on multi-path will be taken by opportunistic routing based on the interval
between the node and the BS, sensor node variations, and the average remaining energy. Adaptive ranking-based
energy-efficient opportunistic routing (AREOR) claims to keep sensor nodes with low remaining energy and low routing
costs. Because AREOR can provide significant improvements, primarily on the 1-D platform, an efficient routing algo-
rithm that can work in a dynamic environment is critical. The proposed protocol can adapt to the changing environment
by using a well-organized routing scheme to reduce the effect of the bottleneck, thereby extending the network lifetime.

Awan et al*® developed a novel cluster-based protocol for cluster centralization in order to provide an optimized
WSN. This algorithm is intended for use in a real-time environment. This protocol is the harmony search algorithm
(HSA), which is based on harmonies and optimization using a music-based method. In terms of unbalanced overhead
scenarios, the HSA by harmony memory considering rate (HMCR) could not outperform. HMCR could try to find a rel-
evant node closer to the CH, but without bottleneck consideration, this HSA is meaningless. In gateway selection, the
proposed scheme provides a suitable approach for determining the most preferable path. The clusters will also be con-
trolled using the optimized Steiner tree-based strategy.
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Xu et al** proposed an energy-stable routing mechanism for efficient data transmission and reception. This protocol
is known as a forward aware factor energy balanced routing mechanism (FAF-EBRM). This technique chose the next
possible sensor node based on specific parameters such as forward energy density and connection cost sensitivity. In
addition, the author has presented a local topology re-configuration mechanism that improves WSN clustering. The
performance of this FAF-EBRM is compared to other routing strategies such as LEACH and the energy efficient
unequal clustering (EEUC) protocols. FAF-EBRM uses an energy-aware scheme to identify the path based on node
weight, and it ignores bottleneck delays. The proposed scheme has the advantage of efficiently identifying the congested
route and reconfiguring the broken path. As a result, the likelihood of end-to-end delay will be reduced.

Shahraki et al*> developed the energy balanced routing protocol (EBRP), a routing protocol for energy balancing.
The primary goal of this protocol is to protect low residual energy sensor nodes by forcing data packets on the road to
the BS node via the route containing high residual energy sensor nodes. This routing protocol may cause looping prob-
lems; to avoid this, enhanced design mechanisms are used. The inability of this protocol to handle end-to-end commu-
nication and packet transmission has been overcome by the proposed approach.

Alharbi et al*® proposed a technique to improve network throughput. This protocol is known as energy efficient
opportunistic routing (EEOR). This protocol locates sensor nodes near the BS, and they simply monitor channel com-
munication to begin forwarding packets at any time. This technique sorted the sensor nodes in the forwarding list from
lowest to highest priority, and packets received from higher priority nodes are dropped by lower priority nodes. How-
ever, in EEOR, the process of creating a priority-based table is complex and time-consuming. Furthermore, EEOR does
not address the ambiguous bottleneck issue. The proposed technique efficiently identifies nodes using the optimized
Steiner tree algorithm and the minimum spanning tree (MST) technique. Bottlenecks in WSNs can be significantly
reduced by the proposed protocol.

Aftab et al*’ presented a novel time resolution tuner (TTR) for time resolution switching. The purpose of this mod-
ern tuner technique is to reduce the energy consumption of the micro controller unit in sensor nodes. Time-based
packet scheduling in relation to ideal and active sensing conditions may reduce node energy utilization. However, it is
critical to consider route traffic and congestion. The energy exploitation problem was effectively addressed by an effi-
cient route selection based on a minimum spanning tree and optimized gateway allocation. The main disadvantage of
this TTR is that it only considers time as a factor in energy conservation. The proposed scheme is capable of self-
reconfiguring a network in the event of a bottleneck, which is required in energy-aware routing.

Ren et al*® presented a system-level power conservation scheme for wireless body area networks (WBANs) and
determined the optimal distance for sensors to transmit and receive data. The transmission distance and the available
energy in the circuit are used to calculate this threshold distance. By analyzing the dth threshold, this technique only
balances the energy between the circuitry and the data transmission. This scheme's lack of route awareness reduces
reliability. To save energy, the proposed protocol addresses this issue through efficient route identification and gateway
selection.

Zhu et al* introduced a dual-metric K-means (DK-means) algorithm for minimizing correlated data in spatially dis-
tributed indoor sensor networks. This DK-means algorithm reduced the redundant information by designating nodes
within the cluster to act as representatives and transmit the observed data, thereby saving energy. Although this DK-
means technique avoided redundant transmission, it was unable to restructure a broken network in the event of con-
gestion. The proposed method provides a dynamically adoptable self-configurable network and checks for bandwidth to
identify the optimal gateway.

Chithaluru et al** developed an energy-efficient routing scheme for mobile WSNs. According to the authors, the
proposed protocol can dynamically reconfigure in response to sensor node mobility. Furthermore, this protocol selects
only sensor nodes to forward packets to the BS, all of which are capable of balancing the energy-saving distribution for
the WSN. Because the system did not identify the gateway's bandwidth, a bottleneck occurs if the required bandwidth
is greater than the existing one. This technique contains no statements for dealing with the damaged/broken route. By
using the MST algorithm, the proposed algorithm can avoid bottlenecks and find the best route.

2.2 | Routing schemes for the IoT
Naveen et al*' presented an efficient mobile gateway key for IoT applications. This study focuses on implementing this

protocol in mobile health devices such as patient monitoring systems. The user's or the patient's data is collected inde-
pendently and forwarded to the intelligent personal assistant (IPA) or the medical center for caretaking. This AMBRO
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mobile app is set up to monitor the patient via a personalized mobile gateway. However, for communication, this appli-
cation used a standard WSN routing protocol. As a result, it encountered common network issues. Through optimal
path identification and bandwidth-aware gateway selection, the proposed protocol can improve system efficiency.

Hamidouche et al** investigated compressive sensing (CS) perceptions in the IoT environment. Initially, the authors
use a compressed sampling technique to analyze the CS theory with a low processing cost. In addition, a novel CS-based
approach to calculating, propagating, and accumulating information in the fusion center is proposed. An improved
cluster-sparse reconstruction protocol is proposed to reduce energy consumption and improve data reconstruction. So,
compression was performed at each access point, and reconstruction was performed based on data dependencies in the
fusion cluster. Despite the fact that the node performs the compression technique for accurate information reconstruc-
tion, an optimal path and path reconfiguration protocol is required to avoid network issues. Based on MST, the pro-
posed protocol provides an optimal solution for determining the gateway and the least weighted route.

Chithaluru et al** proposed an energy-efficient trust derivation protocol to improve WSN security while reducing
system overheads. Because WSN performance is sensitive to network overhead, this protocol employs a game theoretic
approach to reduce network overhead. The disadvantage of this technique is that it is highly iterative and time-
consuming because it requests trust scores from neighbors. The transmission history of a node is used to calculate trust
values. The energy expended in these iterative processes should roughly equal the energy saved. Meanwhile, the pro-
posed scheme consumes less time and has less computational complexity because it employs the MST algorithm, which
is significantly more efficient than the previously mentioned trust-based approach.

Dev et al** illustrated a modern wireless sensor network with energy harvesting (EHWSN) technique; This protocol
allowed the network's sensor nodes to mine energy from the surrounding resources. The MAC layer handles all optimi-
zations performed throughout this research. In the event of a broken link, this technique is unable to provide reliable
communication. There was also no way to avoid the bottleneck path. The communication links in the proposed tech-
nique are formed using the Steiner edge detection scheme. Additionally, the optimized Dijkstra’s shortest path algo-
rithm (ODSP) determines the best gateway based on bandwidth. As a result, the proposed technique provides reliable
communication in the event of broken links.

Raslan et al** developed a new redundancy-based weight election protocol (R-WEP) to allow communication among
internet-enabled devices. The case-monitoring weighted sensor networks are used to increase network lifetime based
on the weight election protocol; an efficient redundancy mechanism is used in the sensor nodes for re-configuration.
This technique chooses the CH and next hop node based on residual energy; the nodes that are exempted as a result of
this technique are known as redundant nodes. Because WSNs are intended to be deployed in dynamic environments,
the system must be self-configured. The proposed technique clusters the nodes as trees, and the MST algorithm deter-
mines the best path based on edge weight. Furthermore, by reducing the number of retransmissions, the network'’s
energy is conserved.

Hafeez et al*® proposed a standard design concept for the long-term implementation of wireless sensor monitoring
systems. This paper takes into account the fundamental requirements of wireless network parameters such as faster
deployment, quality of service (QoS), less maintenance, and low cost for all design components. This study only looks
at the implementation of a real-time WSN application using a standard field link scheme. The main disadvantage of this
concept is that the nodes are not clustered; additionally, the system is not designed to choose an alternate path if the
route is damaged. This is overcome by the proposed approach, which generates the route using an edge-weighted tree
based on the MST algorithm. In addition, the link is validated for transmission after the successful identification of the
optimal gateway.

2.3 | Routing for WSN with IoT and gateway
Hussain et al’’ presented a ZigBee and general packet radio service (GPRS)-based IoT gateway system tailored to the
needs of telecom operators and various IoT application environments. It implements a model gateway link with
the application server, as well as the implementation issues associated with it. This concept makes use of a protocol
conversion mechanism in which the gateway repackages the data in accordance with the protocol of the sender's WSN
standard. However, this implementation does not specify the system's fault tolerance, which is required to obtain a reli-
able link for the gateway. The proposed technique defines a proper algorithm for both route selection and gateway iden-
tification, and the link should be validated and determined based on the bandwidth.
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Campbell et al*® proposed a rule-based gateway to connect the various IoT protocols and to provide a solution for
integration with horizontal IoT services. In IoT application scenarios, this protocol causes contextual fragmentation. In
addition, a generic IoT protocol is being developed to document the root cause of the IoT fragmentation problem. This
proposed protocol enables the standard message queuing telemetry transport (MQTT) scheme to combine QoS-based
parameters and other traffic-aware protocols. Despite the fact that this MQTT-based queuing service provides a solution
to some integration issues in horizontal IoT devices. The self-configuration scheme was not used in the gateway. Fur-
thermore, the gateway identification mechanism is inefficient for establishing a dependable link.

24 | Review on traffic attentive routing protocols

Mijuskovic et al*® propose a scheduler algorithm for multi-path propagation that uses the multi-path transmission con-
trol protocol (MPTCP), which reduces network energy consumption. They analyze multiple application schedules based
on the previous history of communications and various radio model energy interfaces using offline Markov decision
processing. Even though this technique attempts to reduce network energy consumption, one of the major drawbacks
is the lack of a hotspot detection protocol. As a result, the proposed protocol provides traffic-aware routing as well as
hotspot identification to stabilize network efficiency.

Yuan et al*® developed an energy-aware multipath TCP (eMPTCP) design model for mobile devices by analyzing
MPTCP energy models in various wireless fidelity (Wi-Fi) and mobile cellular interfaces. This technique identifies the
active region in which the MPTCP consumes significantly less energy than the baseline standard protocols. The pro-
posed scheme, which uses self-geographic data to identify the hotspot, provides a more accurate location estimation of
energy waste than the eMPTCP model. Furthermore, to handle cluster communication, the proposed technique
employs a novel CH selection scheme.

Lenka et al*' proposed an advanced MPTCP algorithm for improving energy conservation and network performance
in mobile WSNs. This protocol considers two different mobile applications: constant interval real-time, constant data
size, and continuous data transfer applications. Even though data is transferred in a dynamic path on a regular basis,
multi-path propagation is impractical in this approach. Furthermore, because this scheme lacks a traffic detection
mechanism, the likelihood of a transmission link disconnection is high. The proposed scheme provides a traffic-aware
hot-spot identification protocol that reconfigures the path and reduces the occurrence of bottlenecks using a location-
based algorithm.

Hu et al** introduced a new multi-path-network utility maximization (MP-NUM) protocol. This protocol is suitable
for both multi-hop and single-hop users. A general solution for maximizing multi-path network utility is provided. This
study introduces mReno, a novel transmission control protocol (TCP) multipath technique. The MP-NUM protocol
determines the routing path based on random time slots, and it has a high delay tolerance. Because of the excessive
delay in the retransmission, the sender waits for acknowledgement in this protocol, and the redundant data received at
the receiver is dropped. The proposed scheme can optimize enormous energy and delay. Because the proposed scheme
relies on real-time network information rather than a random variable, the network's accuracy and reliability would be
improved.

Yang et al™ proposed a typical binary structure with cross-correlation assets for use in a wireless channel. This arti-
cle also depicts a novel back-off protocol. By removing the need for channel observation, this methodology can reduce
the need for energy consumption during data reception. To improve throughput, an additional collision avoidance
scheme based on prediction is provided. To avoid the bottleneck, this method uses a probabilistic approach to deter-
mine the carrier sensing. It forecasts network state based on node configuration and previous transmission. Despite the
fact that it is a deterministic polynomial approach, the significance of energy conservation is insufficient. The proposed
method groups nodes based on spanning parameters such as aggregate distance, marginal distance, and BS distances.
As a result, it saves more energy. The use of self-physical data improves the accuracy of hot-spot detection, which effec-
tively reduces collisions.

Feng et al** proposed a bottleneck prediction scheme in WSN and explained how this could be avoided in the com-
munication channel further. A suitability cost metric function is calculated based on the number of sensor nodes avail-
able in the significant routing path. This cost metric function is used to make an estimated prediction of congestion or
bottleneck in the WSN. This protocol estimates the cost for all WSN edges and determines the lowest cost to choose the
routing path. It does not, however, identify the bottleneck's channel status. A bottleneck can even degrade the efficiency
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of a cost-conscious network. As a result, a traffic-aware collision detection scheme for WSN is required, and the pro-
posed routing scheme is derived. It lowers the likelihood of bottlenecks and increases network reliability.

Liu et al** presented a lightweight buffer management scheme for WSN bottleneck prevention. This method can
prevent data overflow in the buffer of the middle sensor node. The possibility of congestion occurrence is avoided by
optimizing data transmission rates with automatic sensor re-configuration. This protocol reduces the occurrence of con-
gestion by reducing the size of the middleware buffer's stack queue. In addition, if the delay exceeds the threshold, this
protocol determines an alternate path. However, an efficient network requires a high throughput rate with low end-
to-end latency, which this protocol does not provide. The proposed protocol implements a traffic attention scheme
based on hotspot detection. P-TAVR eliminates the need to reduce buffer size or packet transfer rate because it regu-
lates data flow through three phases of control and achieves high throughput with minimal end-to-end delay.

2.5 | Review on cluster-based routing

Simiscuka et al*® proposed a multicast delivery approach to elucidate surplus energy consumption issues in networks
by taking into account node sensing capability. They focused on directional reception antennas to build a multi-hop
hierarchy using a two-step reconstruction routing pattern. In this study, two algorithms were used to determine the
multicast tree and the power vector of minimum transmission. One of the most significant drawbacks of this technique
is that it does not use a scheduling policy to regulate data packets over the channel.

Abd-Elmagid et al*’ proposed a three-pronged approach to power devastation computing. Energy flow analysis
(EFA), input-output analysis (I0A), and ecological network analysis (ENA) were the approaches used. Their relative
importance and decision-making capability were investigated in the context of central power adoption. This protocol is
intended to investigate and examine public power and economic investigations, with the energy flow reasoning manag-
ing the scrutiny of initial and final power usage. This study takes into account the energy flow in both inbound and out-
bound urban power devastation scenarios. ENA was used to discover the driving economic sectors of energy
consumption, as well as the control/dependence relationships between sectors. To consume energy, the proposed tree-
based clustering technique and typical scheduling algorithm take into account the important energy-related
parameters.

According to Zou et al,™ the cutting edge in the field of WSN is defined by low energy consumption. This investiga-
tion discusses the advancements based on the WSN lineaments. In addition, network topologies, power sources, and
management level summaries are examined. This investigation and examination are limited to the hardware devices
and antennas that use WSN energy in precision agriculture. Because the routing protocol is one of the most important
factors influencing a network's energy consumption, it is necessary to consider the network's routing schemes and
scheduling policies. In a typical WSN, the proposed scheme derives a trust-based scheduling approach as well as an effi-
cient clustering scheme, and energy consumption has been analyzed in relation to various parameters.

Yang et al*® proposed a modern data acquisition scheme that is reliable and an energy-efficient routing (RMER) that
addresses the prerequisites of stability and power efficiency. Fewer sensing nodes are preferred in the coverage region,
while a large number of sensor nodes are chosen in and around the non-coverage region, reducing sensor node power
consumption and maximizing network lifetime. The disadvantage of this RMER technique is that it favors sensor nodes
located outside of the coverage region. As a result, the source/sender uses a lot of energy to send data over a specific
node, which reduces network lifetime. The proposed scheduling policy and optimal clustering scheme take energy-
related parameters into account. As a result, it consumes less energy and increases network lifetime. Table 1 tabulated
the performance evaluation of proposed and peer-existing methods.

1’48

TABLE 1 Performance evaluation of proposed and peer-existing methods.

Method ARE Throughput PDR End-to-end delay
Awan et al.*? Moderately less Less Good Moderate

Zhu et al.* Moderately less High Good Good

Chithaluru et al.*® Less High Good Good

Feng et al.** Less High Moderate Good

Proposed High High Very good Very good
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3 | PROPOSED METHODOLOGY

Congestion control in WSNs is a significant challenge and critical issue that can lead to inherent resource constraints,
disrupted communication, and network instability. Congestion has a significant impact on QoS, PDR, end-to-end delay,
and energy consumption; therefore, it must be managed. In WSNs, parameters such as collision, buffer overflow, chan-
nel constraints, and transmission rate cause congestion. WSN congestion can be alleviated in two ways: by reducing data
traffic or by increasing network resources. When there is congestion, packets are not properly received between the inter-
mediate nodes, making appropriate routing to the BS node impossible. The proposed method, which employs the opti-
mized Steiner minimum tree-based routing, can be implemented in different configurations. In addition, all of these
configurations necessitate optimal interconnections for a predefined set of objects and an objective function. The Steiner
tree problem in graphs is a well-known variant that often gets confused with the Steiner tree problem. The Steiner tree
problem in graphs necessitates the construction of a minimum-weight tree that contains all of the terminals for a given
undirected graph with non-negative edge weights and a subset of vertices known as terminals. Other well-known vari-
ants include the optimized Euclidean Steiner tree problem and the rectilinear minimum Steiner tree problem.

When there are multiple paths to take from a source node to a destination node, an optimized Steiner tree reduces
the number of forwarders and builds multiple trees in parallel with fewer common nodes; that is, multiple trees are
built from the source node via different neighboring nodes, with fewer common nodes among the trees built from these
neighboring nodes. According to its definition, it reduces the number of nodes and links used to construct a delivery
tree. As a result, it is extremely useful for representing multicast routing solutions.

3.1 | Network model

The network model used is IEEE 802.11ah, which is a subset of the IEEE 802.11 standard with some physical and MAC
layer revisions. IEEE 802.11ah allows networks to operate below 1 GHz, with a minimum data rate of 100 Kbps and a
single-hop transmission range of up to 500 m not including white space bands. IEEE 802.15.4 can handle data rates up
to 500 Kbps in an unlicensed 4.8 GHz band, but 802.11ah can handle data rates ranging from 710 Kbps to 6.1 Mbps in a
sub-2 GHz license-exempt band with a larger coverage area. By providing a hierarchical network organization that
improves simplicity and stability, the 802.11ah can associate with a greater number of stations. Furthermore, IEEE
802.11ah uses a fast association technique to avoid collisions. However, 802.15.4 can collaborate with 48,000 devices,
putting an undue strain on the BS.

3.2 | ODSP algorithm

As a new shortest-path algorithm, the ODSP algorithm is proposed. Instead of a single parameter, this algorithm used
multiple parameters to find the shortest valid path. The efficiency of the ODSP algorithm was assessed in terms of the
shortest path by measuring its nodes and time complexity. Individual networks are extremely vulnerable to node failures
due to the gateway disconnection issue. However, a hybrid network with multiple gateways reduces the issue of node
failure. One of the dense IEEE 802.11ah protocols is used here to achieve energy-efficient communication. Figure 3 rep-
resents the classical design of a dense IEEE 802.11ah access point. The proposed architecture supports both wired and
wireless structures. The WSN-IoT middleware and the gateway are linked by a wired connection. The gateway's connec-
tion to the WSN-IoT middleware is wired, but the sensor nodes and the gateway communicate via a wireless link.

This section describes the working principles, system architecture, and critical steps involved in the proposed tech-
nique. Figure 4 depicts the proposed scheme's block diagram. The first step is to create the IoT architecture. The nodes
in the network are then clustered using the Steiner minimum tree. The gateway is then adopted between the controller
and the radio network in the following step. The gateway receives and saves one copy of the information from the CH
before transmitting it to the Internet for proper processing, depending on the application’s requirements. The final step
is link validation, which requests available bandwidth to prevent packet drops.

As shown below, there are three IoT architecture tiers.

+ Client tier: The client-level structure acts as a bridge between the IoT device and the network. It makes services
more accessible to the end user. The services may differ depending on the data collected by the IoT sensor. At the
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WSN-IoT
communication
Device layer of WSN-IoT ‘

|
1

| Gateway layer of WSN-IoT

AP - ' o% = ou'6s e 1

Platform layer of WSN-IoT

P A g gy SR PP

Node authentication

Clustering

FIGURE 4 Functional diagram of proposed scheme.

client level, an application tier is created that defines each IoT sensor. A computer or mobile device browser, for

example, can access the application tier by executing protocols such as HTTP, FTP, and SMTP.

« Server tier: At this level, data processing and networking are managed. Pre-shared keys and passwords are used to
authenticate data received from clients. The validated data is then transmitted to the network layer via a wired or
wireless medium. The network layer is responsible for transporting sensed data between IoT Sensors and the network.

« Operator connection: The operators, who are typically service providers, are in charge of a client's validation and
authentication. Based on the client's request, the operator link redefines the service. It has the ability to add or

O
~

BSB!!'I SUOWILIOD 9A1E8.1D) 3(edl|dde auy) Aq peussnob afe sajoie YO ‘8sh J0'Se|nJ 10} ARiq1 SUIIUO 4|1 UO (SUOTIPUOI-PUE-SWLB)/WID" A8 |IM" A1) BUT|UO//:SANLY) SUONIPUOD PUe SIS | 84} 89S *[G202/T0/0T] Uo Akeqaulluo AS|IM ‘€95 Iep/200T OT/I0P/L0D A1 ARelg 1 jBUl|UO//:Sdny Wo) pepeojumoqd ‘T ‘%202 ‘TETTE60T



12 of 21 Wl L EY TUMULA ET AL.

remove clients/devices from the network. It also releases patches for the application tier in order to upgrade or cor-
rect any errors.

Because this is the basis of the feasibility criterion, consistency results in superior design performance. Figure 5
depicts the flow chart of the proposed routing scheme architecture.
3.3 | Clustering
The BS always generates an aggregated value for the end-users, and aggregating the data to be forwarded can also help

to reduce transmission overhead and energy consumption. Nodes in the network can be accommodated in small groups
known as clusters to support data aggregation. Clustering is the process of assembling nodes into groups based on a
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FIGURE 5 Architecture of proposed routing scheme.
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mechanism. Clustering has been shown to improve network lifetime, a key metric for assessing a WSN's performance.
Clustering is used to enhance energy efficiency. Figure 6 represents the clustering of nodes.

The information obtained from neighbor nodes is used to construct a graph. The graph has vertices named
01,02,...,0, and an input root named p. Then, another graph is created with the vertex, edge, and edge interval being v,
€, and «,, respectively. The apex, boundary, and station sets for a weighted subgraph are created from the previous
graph. Based on the cost of their boundaries, these cluster participants are combined into a cluster. The stages involved
in the formation of cluster members are depicted in Algorithm 1,

Algorithm 1 Pseudo code of clustering

Set maximum number of Cluster y is a subset of the root node{p}.

Highest cluster module value as the subset o.

Minimum congestion path vy, vy, ....v.: V. and py, where v, as cluster uy, f(vo) as element of f(uy), v; as vector set v,

and f(v;) as subset of f(ux).

10: # =5 + 1 Clustering of {u,v}. > Increases the members count

11: Set P; as oo represents the ratio of maximum subset clustering value of (v;,v;) to the actual value of (v;,v;). where,
(vi, v;) lies within the boundary of cluster y.

12: Select path P from o, such that the members in the cluster p is the combination of .

13: Construct graph &£{v, e, ¢’} as apex, boundary and terminal.

1: Input: Generation of minimum weighted graph &,, Where & represents initial Graph, Vertex v,, edge ¢,, cost k.

2: Output: Best route 7.

3: Procedure Clustering

4: begin:

55 1=0 > Initially no members
6. Create a subgraphn =75+1 > Increase the cluster members
7

8:

9:

14: Set average of y(u) and y(v) as cost > for all the boundaries in the graph &'.
15: Select optimal path 7. i> the known approximation technique & and U
16: Remove the unwanted nodes. > from the cluster members &

17: end Procedure

The information is properly routed through an optimal gateway after the cluster is formed with CHs and cluster
members.
3.4 | Optimal gateway adoption

The gateway is primarily made up of manually entered router internet protocol (IP) addresses in the host. This is the
most commonly used method because it is simple. However, if two or more routers are connected to the same subnet,

FIGURE 6 Clustering of nodes.
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the network administrator must decide which of these routers should receive the message. To resolve this issue, a post
office protocol (PoP) redirect message is available. The default gateway examines the destination host address of the
received message. If it determines that the message should be routed via another router, it will send a redirect message
to the source host with the IP address of the selected router. When the source host receives this message, it saves both
the destination host address and the second router address in order to send messages to this host via the second router.

 Sensor gateway—TIt is an all-in-one board that, depending on the software configuration, can function as a serial gate-
way or an ethernet gateway. With a plug-and-play option, this is simple to use.

« Serial gateway—This gateway communicates with the controller directly via an available universal serial bus (USB)
port. Because the serial gateway relies on available USB ports, it should be located near the controller.

« Gateway of Ethernet—This gateway connects to the Ethernet, and the controller allows for greater placement flexi-
bility than the serial gateway. Furthermore, the gateway can be placed in a central location on the radio network.

» Long range-message queuing telemetry transport (LoRa-MQTT) gateway—This gateway also connects to the ether-
net network and exposes a LORA-MQTT broker that can be used with controllers that support MQTT, such as an
open home automation bus.

Before constructing a gateway, choose an option supported by the controller. Algorithm 2 determines the best
gateway.

Algorithm 2 Pseudo code of optimal gateway adoption
1: Procedure Optimal gateway
begin:
: for Every vertex v belongs to the vertex do
Set v, bottleneck cost wg, and the source to the gateway Q.
: end for
: for Vertex v to be +o0 do
Set lowest bottleneck cost w,[s], where s represents the set of nodes in the lowest bottleneck path from source to

the gateway Q. > source is assumed to be —oo

s: end for

9: if [a] # ¢ then
10: Set the nodes;
11: else
12: Mine minimum Value bottleneck value ¢ from [«a].

13: end if

14: Assign [a] — u.

15: 6 as lowest destination bottleneck path of u.

16: while Vertex (u, v) belongs to the boundary e of the cluster y do

N Rw N

17: if lowest bottleneck weight wg[s] > maximum value of the set wg[u] and wg[u, v] then
18: Assign maximum value of the set w,[u] and wg[u, v] to wg[v] minimum bottleneck u previous set [v].
19: end if

20: end while
21: end Procedure

3.5 | Route validation

When the occurrence of a bottleneck in the gateway increases, the likelihood of a packet drop increases. The link vali-
dation stage is included to determine the available bandwidth and avoid packet loss. Figure 7 depicts bandwidth-based
transmission.

Because the bandwidth required for transmission is less than the available bandwidth of the optimal gateway R,,
the link between R; and BS is validated, and the packets are transmitted. As a result, if the required bandwidth for
transmission is less than the bandwidth available in the channel, the gateway link will be authenticated and selected
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Cluster |

FIGURE 7 Bandwidth-based transmission.

for packet transmission. For higher bandwidth transmissions, the protocol will identify another gateway, and the pro-
cess will be repeated until an optimal gateway link is authenticated.

4 | RESULTS AND DISCUSSION

This section compares the simulation results for the proposed technique to the results of other techniques. The pro-
posed protocol's performance can be measured by comparing it to existing schemes such as AREOR,** adaptive
ranking-based improved opportunistic routing (ARIOR),** and adaptive ranking fuzzy-based energy-efficient opportu-
nistic routing (ARFOR).** Network Simulator 2.34 (NS2.34) was the simulation tool used for the performance analysis.

41 | Network parameters

The network parameters developed in this concept are based on a typical IEEE 802.11ah WPAN. The network’s dimen-
sions were 1000m x 1000m. The deployment of sensor nodes was distributed at random. The spanning distance between
the nodes ranged from 25m to 50 m. In this network, 100 sensor nodes with an average energy of 1.5J each were dis-
tributed uniformly. One BS node served this network. These sensor nodes had an observing interval of 10 ms. Each sen-
sor node was capable of transmitting packets of up to 512-bits per second (bps). The available bandwidth for this
network model was 40 MHz. The total simulation time was 1500s. User datagram protocol/constant bit rate was the
application type. Table 2 lists the network parameters used in the simulation, which were derived from literary works.

42 | ARE

The ARE parameter determines which sensor nodes in the routing path have the most remaining energy. Sensor nodes
with the highest ARE can participate in communication for a longer period of time. As a result, a system with a high
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TABLE 2 Network parameters.
Parameter Units

Distribution area

1000m x 1000m

Nature of distribution Uniform
Nodes span 25 to 50 m
Total nodes 100
Source node 1

Initial node energy 157

BS 1
Maximum coverage 100 m
Bandwidth 40 MHz
Transfer rate 10 packet/s
Packet size 512-bits
Simulation time 1500 s

1000 A1

800 1

600 A

400 A

Residual energy (m))

200 -

T T T

T
0 0 40 60 80 100
Simulation time (sec)

FIGURE 8 Performance analysis of ARE over proposed versus peer routing protocols.

ARE is considered an energy-efficient wireless network. Figure 8 depicts the ARE analysis for the proposed technique
and its comparison with the AREOR, ARIOR, and ARFOR protocols. When compared to peer existing routing proto-
cols, the proposed protocol demonstrated the highest ARE.

At simulation time 100 s, the energy level in the existing AREOR technique was 326 mJ. However, the proposed
efficient clustering and optimized Steiner tree routing algorithm achieved higher residual energy, resulting in an energy
level of 248 mJ at 100s. The results show that the proposed protocol resulted in a 53.7% decrease in
energy consumption.

43 | PDR

PDR is calculated as the ratio of total packets acquired at the terminal node to total packets transmitted from the source
node. As illustrated by the graphical representation in Figure 9, while parallel connections are augmented, the proposed
scheme achieves high PDR when compared to peer existing routing protocols.

In the existing protocols, the PDR was high in the AREOR, with PDR values for the least and most parallel links of
87.7% and 51.8%, respectively. Following the implementation of the proposed protocol, the PDR increased to 85.1% and
39.32%, respectively. As a result, the proposed scheme increased PDR values by 2.34% and 11.67% for the least and most
parallel links, respectively.
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FIGURE 9 Performance analysis of PDR over proposed versus peer routing protocols.
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FIGURE 10 Performance analysis of throughput over proposed versus peer routing protocols.

44 | Throughput

The ratio of data packets acquired at the terminal node to data packets forwarded by the origin node is known as
throughput.

Figure 10 depicts the proposed protocol's throughput analysis and comparison with other available techniques.
When considering the throughput rate, it can be seen that the proposed scheme outperforms the other protocols.
Among the existing protocols, AREOR has the highest throughput rate between simulation times 0 and 100, achieving
an average of 3217 bps. The proposed protocol, on the other hand, achieved an average throughput of 4237 bps. As a
result, it is clear that the proposed protocol resulted in a 35.6% increase in average throughput.

4.5 | End-to-end delay

End-to-end delay can be caused by a variety of factors, including optimal path selection, queue length, and communica-
tion period. Figure 11 depicts the simulation analysis and comparison of the end-to-end delay based on the number of
nodes. When compared to the existing protocols, the proposed protocol has the least amount of delay.

The AREOR experienced significantly less delay in the existing protocols, with the end-to-end delay for the mini-
mum and maximum number of nodes being 42.7 ms and 187.8 ms, respectively. The proposed protocol's implementa-
tion of the optimized Steiner tree routing algorithm reduced the end-to-end delay for the minimum and maximum
number of nodes to 31.87 ms and 148.9 ms, respectively. According to the results, the proposed technique reduced the
end-to-end delay by up to 41.8% and 10.9% for the minimum and maximum number of nodes, respectively.
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FIGURE 11 Performance analysis of end-to-end delay over proposed versus peer routing protocols.
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FIGURE 12 Performance analysis of energy consumption over proposed versus peer routing protocols.

4.6 | Energy consumption

Energy consumption includes total energy consumed during data packet transmission and reception, control packet
generation, and energy consumed by a WSN node in an idle state. Energy consumption is an important factor because
it influences a number of other parameters that are directly related to the performance and operational viability of IoT
networks.

Figure 12 shows that OEDSR consumes approximately 47%, 41%, and 38% less energy than the AREOR, ARIOR,
and ARFOR protocols, respectively. Power consumption is kept to a minimum even at the maximum density of
100 nodes. When using the fewest possible nodes in a cluster, the proposed method uses approximately 38% less power
than its predecessor.

4.7 | Network energy efficiency

Energy efficiency is a factor that defines the average energy consumed per unit bit in a WSN and is expressed in joules/
bits. In other words, energy efficiency is a measure of the energy cost per bit of data transmitted in a network. It is
another important factor that determines the cost of energy efficiency for a routing protocol. Figure 13 shows that the
proposed protocol consumes 51%, 42%, and 35% less energy per bit than the AREOR, ARIOR, and ARFOR protocols,
respectively, even at 100 nodes. As previously discussed, the best energy efficiency proposed is due to its low energy
consumption and high PDR among its peers.
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FIGURE 13 Performance analysis of energy efficiency over proposed versus peer routing protocols.
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FIGURE 14 Performance analysis of network lifetime over proposed versus peer routing protocols.

4.8 | Network lifetime

Network life is defined as the number of rounds that protocol support receives in an existing network before all nodes
are exhausted, or as the amount of time that a WSN is fully operational. As a result, it measures the amount of time the
network is operational.

Figure 14 shows that the proposed method supports the most rounds. It has roughly 21% more rounds than its
nearest competitor, ARFOR. In this scenario, OEDSR gains 81%, 45%, and 21% more rounds than AREOR, ARIOR, and
ARFOR, respectively.

5 | CONCLUSION AND FUTURE SCOPE

An optimized OEDSR algorithm is proposed in this paper. First, the mobility and energy factors of the sensor nodes are
measured, and an optimal route to the BS is determined based on the computation of both values. The number of con-
nections is then reduced by creating a cluster using a hierarchical tree design to reduce power consumption in the
WSN. The graph theory approach achieves sensor node clustering via our proposed Steiner tree algorithm; additionally,
the central sensor node of a cluster is chosen as the CH. The proposed protocol was compared to the existing protocols,
namely AREOR, ARIOR, and ARFOR. PDR, throughput, end-to-end delay, and AER are network parameters that are
determined. The measured results show that the proposed protocol outperforms the existing peer-to-peer routing proto-
cols. The reasons for the proposed technique's high performance are discussed further below. The proposed protocol is
adaptable to changing environments. As a result, it reduces the impact of bottlenecks and increases network lifetime. It
can efficiently identify the congested route and reconfigure the broken path. As a result, the likelihood of end-to-end
delay is reduced. The communication links in the proposed technique are formed using the optimized Steiner edge
detection scheme. Furthermore, the best gateway for bandwidth is determined. As a result, the proposed technique
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provides reliable communication in the event of broken links. Optimized data management should be provided for
resource-constrained WSNs in the future.
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Summary

In wireless sensor networks (WSNs), routing based on cluster construction is highly
preferred as it greatly supports reliable data communication, load balancing, and fault
tolerance with extended network lifetime. In specific, metaheuristic approach-based
dynamic cluster heads (CHs) selection has the possibility of enhancing the lifespan of
network and at the same time is capable in reducing the energy consumption. In this paper,
hybrid grasshopper and Harris hawk optimization algorithm-based energy efficient routing
protocol (HGHHOA) is propounded for optimal CH selection. This proposed HGHHOA
approach adopted a fitness function that incorporated the factors of residual energy,
distance between CH and cluster members, distance between selected CHs and the sink,
node centrality, and node degree into account. The fitness function values of optimality
facilitate a potential CH selection with significant cost-effective routing. It is proposed with
primary objective of improving the network lifespan through optimized selection of CHs that
balances the available energy in a predominant way. It is proposed with significance of
handling premature convergence with minimized energy consumption and network lifetime
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implementation exhibited better results in tRroughput and residual energy which is 23.98%
and 29.21%, better than the bassline CH selection mechanisms.
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ABSTRACT

The exponential growth in genomic data availability has spurred innovative cancer prediction strategies
In this study, we applied "Gene Set Enrichment Analysis (GSEA)" alongside potent deep learning techniques
to forecast lung cancer. GSEA yielded crucial insights into the molecular pathways underpinning lung cancer,
guiding subsequent model development. Standalone models, comprising Deep Neural Networks (DNNs)
achieving 80% accuracy and Long Short-Term Memory networks (LSTMs) demonstrating an impressive
90% accuracy, were implemented. The integration of these models into an ensemble approach, combining
DNNs and LSTMs, amplified predictive accuracy to an exceptional 98%, emphasizing the efficacy of
ensemble methods. This research highlights the pivotal role of comprehensive data integration and GSEA in
uncovering disease-related pathways, providing novel insights into the intricate landscape of lung cancer.
The study's contribution lies in demonstrating the effectiveness of ensemble deep learning models,
significantly advancing predictive accuracy. By contributing to precision medicine literature, this research
establishes a foundational framework for the development of sophisticated diagnostic tools in lung cancer,
bridging the realms of integrated genomics and deep learning analyses.

Keywords: Gene Set Enrichment Analysis (Gsea), Dnn, Lstm, Ensemble Deep Learning, Lung Cancer Prediction,
Precision Medicine.

1. INTRODUCTION networks (LSTMs)”, take center stage. Their
individual performances underscore the inherent

In the field of cancer research, the exponential
growth of genomic data has become a driving force,
propelling investigations into the intricate molecular
landscapes of diseases. This study focuses on lung
cancer, a pervasive global health challenge, aiming
to navigate the complexities of its genomic makeup
through a strategic fusion of data integration and
advanced deep learning techniques.

The narrative unfolds with the application of
“Gene Set Enrichment Analysis (GSEA)”, a robust
bioinformatics tool that serves as a compass by
unveiling key molecular pathways associated with
lung cancer. This critical preliminary step not only
informs subsequent deep learning analyses but also
directs attention toward specific pathways crucial for
deciphering the disease's complexity and predicting
its trajectory.

Stepping into the arena of deep learning,
standalone models, including “Deep Neural
Networks (DNNs) and Long Short-Term Memory

efficacy of deep learning in capturing the nuanced
genomic patterns associated with lung cancer,
setting the stage for a more nuanced predictive
framework.

As we peer into the horizon, this study
introduces an ensemble model, a symbiosis of both
DNNs and LSTMs, aimed at further elevating
predictive capabilities. This collaborative approach
seeks not only to mitigate individual model
limitations but also to synergistically enhance
predictive robustness, representing a pivotal step
towards precise lung cancer prediction.

2. RELATED WORKS

The literature review encapsulates an extensive
examination of diverse research articles on cancer
detection, prediction, and biomarker identification.
The subsequent detailed review includes citations
[n], where n corresponds to the reference number
provided:
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Lung cancer detection has  garnered
considerable attention, with Kurkure and Thakare
[1] introducing an automated system utilizing an
evolutionary approach. While contributing to
computer-aided  diagnosis, the evolutionary
approach warrants further exploration of its
limitations and performance across diverse datasets.

Gene Set Enrichment Analysis (GSEA) has
played a pivotal role in cancer research. Ai [2]
presented "GSEA-SDBE, a gene selection method
for breast cancer classification based on GSEA." The
integration of GSEA for gene selection in breast
cancer classification highlights its potential,
necessitating a more comprehensive exploration of
its generalizability and challenges in real-world
scenarios [Hypothesized Problem Statement].

Insights into GSEA for evaluating gene
expression patterns were provided by Shi and
Walker [3], emphasizing its usefulness in
comprehending intricate biological processes.
Despite its utility, the GSEA approach presents
several drawbacks and challenges that require
resolution.

The study by Gao, Hu, and Zhang [4], focusing
on bioinformatics data analysis of the hippocampal
CAl region in Alzheimer's disease using GSEA,
showcases the promise of GSEA in Alzheimer's
disease. However, further research is needed to fully
comprehend its associated difficulties.

Using GSEA, Buchner et al. [5] discovered
disrupted pathways in penile cancer, outlining
difficulties and constraints. Yet, more investigation
is essential to fully grasp the utilization of GSEA in
identifying dysregulated pathways in specific cancer

types.

Akahori et al. [6] explored liver toxicity
assessment utilizing GSEA in rat primary
hepatocytes. Despite the findings, additional details
are needed to understand the specific difficulties or
restrictions related to using GSEA to assess liver
damage.

The study by Basree et al. [7] employed GSEA
of breast tissue from healthy women with a short
history of breastfeeding, revealing enrichments in
various signaling pathways. However, a more
thorough examination of the difficulties and
restrictions associated with GSEA in this context is
necessary.

761

References [8, 9], and 10 delve into how
supervised machine learning algorithms have been
used to predict lung cancer. While these studies
elaborate on the difficulties in wusing these
algorithms, more research is necessary to fully
understand these challenges and their impact on the
ability to predict lung cancer.

Chen and Chen [11] proposed a non-small cell
lung cancer prognostic index with the potential to
predict clinical outcomes. A thorough examination
of the challenges and limitations of using the
prognostic index across multiple cell types and
stages of lung cancer is essential [Hypothesized
Problem Statement].

In the pursuit of improving lung cancer relapse
prediction, the developed Optuna_ XGB
classification model was introduced by [12]. The
study delves into specific challenges and limitations
associated with this model, emphasizing the
potential enhancements it brings to lung cancer
relapse prediction.

Random forest classifiers were employed by
[13] for predicting novel biomarkers in lung cancer.
While the study provides an elaboration on potential
challenges or limitations, further research is required
to enhance our understanding of the predictive
capabilities of random forest classifiers for lung
cancer biomarkers.

Mockel [14] presented perspectives on
cardiovascular biomarkers, highlighting the shift
towards  personalized  approaches.  Despite
identifying specific challenges or limitations, the
study contributes to the evolving landscape of
cardiovascular biomarker research.

Molecular biomarkers of epileptogenesis were
explored by Pitkdnen and Lukasiuk [15], offering an
in-depth exploration of challenges and limitations in
this context, contributing to our understanding of
molecular mechanisms underlying epileptogenesis.

[16], [17] focused on biomarkers in small cell
lung cancer and molecular epidemiology of lung
cancer, respectively. Both studies provided detailed
discussions on specific challenges or limitations in
their respective areas, advancing our understanding
of biomarker identification and molecular
epidemiology in lung cancer.
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Sudhindra, Ochoa, and Santos [18] discussed
biomarkers, prediction, and prognosis in non-small-
cell lung cancer. While identifying specific
challenges or limitations, the study emphasizes the
critical role of biomarkers in predicting and
personalizing treatment for non-small-cell lung
cancer.

The literature review underscores the notable
progress made in leveraging genomic data and deep
learning  techniques for cancer prediction,
particularly in the context of lung cancer. However,
this comprehensive survey also reveals a
conspicuous gap in achieving a unified and highly
accurate predictive model. While standalone models,
such as Deep Neural Networks (DNNs) and Long
Short-Term Memory networks (LSTMs), have
demonstrated promise individually, their integration
into a comprehensive ensemble model remains
underexplored in the existing body of literature.
Moreover, the practical implementation and
scalability of these models in real-world clinical
scenarios are notably absent from the current
discourse. Recognizing these gaps, our study posits
a hypothesis that addresses this significant challenge
by proposing an integrated methodology. This
hypothesis forms the foundation for our research,
aiming to not only enhance the predictive accuracy
of existing models but also ensure their practical and
scalable implementation in real-world clinical
settings. In doing so, our study aspires to contribute
a critical bridge between current research endeavors
and the imperative need for effective precision
medicine solutions in lung cancer prediction.

3. METHODOLOGY

Our research methodology is carefully designed
to use a combination of cutting-edge techniques to
break down the complexity of lung cancer
prediction. This section describes the methodical
approach used to combine ensemble strategies and
deep learning techniques in feature selection, data
pre-processing, and predictive model development.

3.1 Dataset Integration, GSEA Analysis, And
Exploratory Research

During the initial phases of our study, we
conducted a crucial investigation in which we
utilized the Gene Set Enrichment Analysis (GSEA)
tool to effectively merge gene profiles from multiple
separate datasets:
DING LUNG CANCER_MUTATED_SIGNIFIC
ANTLY dataset,
DING LUNG CANCER_MUTATED RECURRE

NTLY,

DING_LUNG_CANCER MUTATED_FREQUEN
TLY, and

KEGG NON SMALL CELL LUNG CANCER
datasets."

The goal of this strategic integration was to
synthesize various data sources into a single,
comprehensive repository in order to better
understand the complex molecular landscape related
to lung cancer. The process of amalgamation
established a foundation for a logical and sturdy
analysis, offering a comprehensive perspective of
the genomic patterns suggestive of lung cancer. We
used the
Lung Mich_collapsed symbols_common Mich B
ost.Lung_Michigan.cls.txt for GSEA analysis and
phenotype.

Our GSEA dataset comprises of 259
entries, each with 12 columns, presenting
information on various Genes symbols related to
lung cancer. The first column contains the names of
these genes. The dataset includes quantitative
metrics such as pathway size, enrichment score (ES),
normalized enrichment score (NES), nominal p-
value (Nom P-val), false discovery rate (FDR), and
family-wise error rate (FWER).

Distribution of phenotype in the dataset

) =1

Figure 1: Distribution Of Phenotype In The Dataset

The phenotype values are mainly
considered for lung cancer prediction which are
represented as follows:

Lung cancer: 1 or "Alive"
Normal lung tissue: 0 or "Dead"

‘Our study with the GSEA program was
intensive, focusing on identifying gene sets that
could potentially serve as biomarkers intricately
linked to lung cancer. This bioinformatics tool not
only facilitated the identification of unique
characteristics associated with lung cancer but also
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paved the way for the subsequent characterization of
biomarkers that could redefine our understanding of
the disease.

Following the GSEA analysis, we
conducted in-depth exploratory research within the
dataset. Our goal was to uncover additional
information essential for the accurate identification
of lung cancer. The dataset, encompassing
information related to lung cancer phenotypes and
gene expression profiles, became a rich repository of
biological insights. By adeptly handling columns
and discerning statistical significance through
features like “NOM p-val, 'FWER p-val, and
'RANK AT MAX,' “we gained valuable insights
into the genetic nuances of lung cancer.

Exploratory Research and Enrichment Plot

Building upon the GSEA findings, our
exploration extended to unravel further intricacies
within the dataset before the formal data
preprocessing phase. This involved a comprehensive
review of features and statistical measures
contributing to a nuanced understanding of the
underlying biology. A significant outcome of this
exploration was the generation of an enrichment
plot, providing a dynamic visual representation of
Enrichment Scores across the dataset. This
visualization became instrumental in deciphering
molecular patterns and variations associated with
lung cancer.

Enrichment plot:
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Enrichment plot:
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Figure 2 : Enrichment Plots for two of the datasets

Incorporating pre-ranked metrics further
enriched our analytical approach, offering a detailed
examination of individual gene contributions to
overall enrichment. This combined approach,
integrating GSEA insights and exploratory research
before formal data preprocessing, positions our
analysis at the forefront of deciphering the intricate
molecular signatures of lung cancer. It not only
enhances our understanding of potential biomarkers
but also sets the stage for advanced diagnostic tools
rooted in comprehensive genomic and enrichment
analyses.

3.2 Data Preprocessing

The next phase of our methodology
involves thorough data preprocessing to ensure the
dataset's quality and suitability for lung cancer
analysis. Key steps were undertaken:

3.2.1 Data Cleaning:

e The dataset, sourced from a GSEA tool,
underwent meticulous cleaning to eliminate
irrelevant columns.

* Addressing imbalanced datasets, we implemented
the “Synthetic Minority Oversampling Technique
(SMOTE)” to create synthetic samples for the
minority class, ensuring a balanced distribution.

3.2.2 Feature Selection:

* To enhance code readability, we renamed columns
such as FWER p-val to FWER p-val, RANK AT
MAX to RANK AT MAX, and NOM p-val to
NOM_p-val.
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* High correlation features, notably FDR g-value,
were removed to improve the model's
generalization.

3.2.3 Splitting the Data:

* Leveraging the train test split() function, we
partitioned the data into training and testing sets.
This ensures model evaluation on untested data,
contributing to overall generalizability.

3.2.4 Normalizing the Data:

» Utilizing the StandardScaler() method, we
standardized numerical features, bringing them to a
common scale for improved interpretability and
operational efficiency of deep learning algorithms.

3.3 Evaluating Target Variables

Phenotype, which indicates whether a
patient has lung cancer or not, is the target variable.
To forecast the phenotype of new patients, the model
seeks to identify patterns in input features, such as
gene expression levels. The model's ability to
forecast the risk of lung cancer is trained and
assessed using phenotype.

Y _pred= clf.predict(X _test)

For the test data X test, this formula
predicts the target variable y using the trained
classifier clf. The variable y, which is taken from the
Data Frame df['phenotype’], represents the target
variable. The variable y_pred contains the expected
value.

3.4 Model Building

The process of constructing models
involves training the Dense Neural Network (DNN),
LSTMs, and an Ensemble of LSTM & DNN,
incorporating hyperparameter tuning for optimal
accuracy. This phase encompasses:

Extracting disease-gene associations from
medical transcripts through techniques like Named
Entity Recognition. Identifying biomarkers via gene
correlation and expression pattern analysis,
unveiling specific genes or molecular features linked
to lung cancer.

The achieved test accuracy reflects the
model's ability to correctly identify instances of lung
cancer. This comprehensive approach ensures a
robust and well-generalized model, contributing to
the reliability of predictions in real-world scenarios.

The model exhibiting superior performance
and associated hyperparameters are selected based
on accuracy scores acquired during the
hyperparameter tuning procedure.

Generalized Formulas in Model Building:

1. Normalization/Standardization:
Formula:

x—mea (x)
Xnormalized — W (1)

Purpose: Ensures that features are on
a similar scale, preventing some
features from dominating others.

2. Handling Categorical Variables - One-
Hot Encoding:

Formula:

One-Hot(x) = { 1 if x= category otherwise
0 2)

Purpose: Converts categorical variables
into a format that can be fed into deep
learning models.

3. Binary Cross entropy Loss (Binary
Classification):

Formula:
Binary Cross entropy
1

= EZiN=1 (yilog(p;)+(1-y).log (1-p;))  (3)

Purpose:
Commonly used for binary classification
problems.

4. Mean Squared Error (Regression):

Formula:
1 N
MSE = XL, (vi — 91)? 4)

Purpose: Commonly used for regression
problems.

3.5 Model Architecture and Training

To distil the essence of each model's goal
and prediction process, we provide a simplified yet
comprehensive understanding of our employed
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neural network  architecture and

methodology.

training

This architecture is tailored to balance
complexity and interpretability, allowing for
meaningful feature extraction while minimizing the
risk of overfitting.

The model undergoes training using the
Adam optimizer with a learning rate of 0.001.
Training occurs over 20 epochs, with a batch size of
32. During training, the model optimizes an
objective function that incorporates a loss term and
a regularization term. This dual optimization
strategy aims to enhance predictive accuracy by
penalizing overly complex models and minimizing
prediction errors.

GSEA Datasel

— Data preprocessing
DNN MODEL (Column Manipulationand sl *
values)

(2 Rocurrant layers) LSTM MODEL

ENSEMBLE MODEL
(DNN+LSTM)

Aftention Layer
Evaustin ‘ ‘

Figure 3: Model Architecture Of The Proposed System

>

Our chosen neural network architecture is
implemented using Keras with a TensorFlow
backend, aiming for clarity and effectiveness. The
model is designed for binary classification,
specifically in predicting lung cancer status. Here is
an overview of the model's structure:

ALGORITHM: TARGETING LUNG CANCER WITH
ENSEMBLE LEARNING AND ATTENTION MECHANISM

INPUT:
-x: GSEA Dataset

OUTPUT:

- Model Comparison Visualization and Targeting
Lung Cancer

Step 1: Load and Pre-process Data

file_path = "gsea_report.csv"

df = load_data(file_path)

columns_to_drop = ['NAME', 'GS DETAILS', 'GS
follow the link to MSigDB', 'LEADING EDGE']

df = preprocess_data(df, columns_to_drop)
column_names = {'NOM p-val': 'NOM p-val’,
'FWER p-val': 'FWER p-val', 'RANK AT MAX':
'RANK AT MAX'}

df = rename_columns(df, column_names)

X, y = extract_features_and_labels(df)

Step 2: Scale and Reshape Data

scaler = StandardScaler()
X scaled, = scale data(scaler, X, X)
X reshaped, = reshape_data(X, X, X_scaled)

Step 3: Build and Train Ensemble Model with
Attention Mechanism

ensemble_model =
build _ensemble_model(X scaled, X reshaped)
train_ensemble_model(ensemble_model, X scaled,
X reshaped, y)

Step 4: Evaluate Ensemble Model

X test scaled, = scale_data(scaler, X, X)

X test reshaped, = reshape data(X, X
X test scaled)

evaluation_result =
evaluate ensemble_model(ensemble_model,

X test scaled, X test reshaped, y)

Step 5: Save and Plot Model

save_model(ensemble_model,
"path/to/save/model. h5")
plot_model(ensemble_model,
"path/to/save/model_plot.png")

Step 6: Predict and Evaluate Individual Models

for model_type in ['dense’, 'Istm'] :
model = build model(model type,
X reshaped)
train_model(model, X scaled, y)
eval result = evaluate_model(model,
X test scaled, y)

X scaled,
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print(f"{model_type.capitalize()} Model
Evaluation Result:", eval result)

Step 7: Print Results

print("Ensemble  Model  Evaluation  Result:",
evaluation_result)

3.6. Model Training

In this study, we developed predictive
models for lung cancer diagnosis using deep-
learning algorithms. Throughout the training
process, the features of each algorithm were
carefully considered, and hyperparameters were
optimized to improve prediction performance. An
outline of each model's training process is provided
below:

3.6.1 DNN

In parallel with the development of the
Dense Neural Network (DNN) using the Keras API,
a comprehensive training phase was initiated to
optimize the model's performance. The sequential
model architecture was meticulously crafted,
encompassing three pivotal layers. At the core, the
output layer featured a single neuron employing the
sigmoid activation function, tailor-made for the
binary classification task at hand. The input layer,
comprising 64 neurons, embraced the rectified linear
unit (ReLU) activation function, fostering the
model's capacity to capture intricate patterns in the
data. A strategically positioned hidden layer, with 32
neurons and ReLU activation, contributed to the
model's ability to discern complex relationships
within the input features.

For the training process, the Adam
optimizer was employed, incorporating a learning
rate of 0.00025 to fine-tune the model's weights and
biases. In terms of evaluation, the accuracy metric
was chosen to gauge the model's effectiveness in
correctly classifying instances, while the binary
cross-entropy loss function provided a measure of
the model's performance against the ground truth.

The training unfolded over ten epochs, each
epoch representing a complete iteration through the
entire training dataset. A batch size of thirty-two was
employed, optimizing the efficiency of parameter
updates during each epoch. Importantly, a prudent
approach was taken by incorporating a 20%
validation split, enabling real-time monitoring of the
model's performance on a subset of the training data.

This wvalidation split played a crucial role in
assessing the model's generalization capabilities and
identifying potential overfitting.

Upon the culmination of the training and
evaluation phases, the model demonstrated a
commendable test accuracy of 0.80. This metric
underscores the model's proficiency in accurately
categorizing instances within the previously unseen
test set, attesting to its robust learning and
generalization capabilities. This comprehensive
approach to model development and training lays the
foundation for its applicability in real-world
scenarios, emphasizing the importance of thoughtful
architecture design and parameter tuning in
achieving optimal predictive performance.

3.6.2 LSTM

In order to capture the intricate sequential
dependencies inherent in gene expression data, a
dedicated Long Short-Term Memory (LSTM) model
was meticulously constructed using the Keras API
during the training phase. The LSTM architecture,
tailored for its proficiency in handling sequential
information, was composed of three pivotal layers.
At its core, the Dense output layer featured a single
neuron utilizing the sigmoid activation function,
aligning with the binary classification nature of the
task. The first LSTM layer, boasting 64 neurons and
ReLU activation, provided the model with the
capability to comprehend intricate temporal patterns
within the data. Subsequently, a second LSTM layer
with 32 neurons and ReLU activation further
enhanced the model's capacity to capture nuanced
sequential relationships.

The evaluation of the LSTM model was
grounded in accuracy, chosen as the metric to assess
the model's effectiveness in correctly classifying
instances. The binary cross-entropy loss function
was employed to quantify the model's performance
relative to the ground truth, while the Adam
optimizer, configured with a learning rate of 0.0001,
orchestrated the fine-tuning of model parameters.

The training process unfolded over 10
epochs, each representing a complete iteration
through the reshaped training data. A prudent batch
size of 32 was selected to optimize the efficiency of
parameter updates during each epoch. Importantly, a
20% validation split was introduced, offering real-
time insights into the model's performance on a
subset of the training data, thereby mitigating the
risk of overfitting.
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Upon completion of the training phase, the
LSTM model exhibited a robust test accuracy of
0.90. This result attests to the model's efficacy in
accurately identifying instances within the reshaped
test set, particularly those with a time series or
sequential structure. The success of the LSTM
model highlights its suitability for capturing
temporal dependencies in gene expression data,
showcasing its potential for application in tasks
requiring a nuanced understanding of sequential
patterns.

3.6.3 Ensemble

The ensemble model developed in this study
represents a powerful fusion of "Long Short-Term
Memory (LSTM) and Deep Neural Network
(DNN)" architectures, strategically amalgamated to
capitalize on the distinctive strengths of each
component. The DNN, with its ReLU activations
and dense layers, adeptly captures intricate nonlinear
correlations inherent in the gene expression dataset.
Concurrently, the LSTM network excels in
deciphering temporal dependencies and patterns,
leveraging its multiple layers of LSTM units. A
noteworthy enhancement is the incorporation of an
attention mechanism within the ensemble model.
This mechanism dynamically emphasizes critical
information during decision-making, facilitating a
symbiotic relationship between the DNN and LSTM.

In comparison to individual models, this
synergistic approach substantially amplifies the
model's capability to discern pertinent patterns in the
genetic data, culminating in superior predictive
performance. Particularly noteworthy is the model's
exceptional test accuracy, achieving a remarkable
perfection rate at 0.98. This outstanding result
underscores the effectiveness of the ensemble model
in harnessing the complementary strengths of DNN
and LSTM architectures, further augmented by the
attention mechanism. The success of this integrative
model paves the way for advanced applications in
genomics, showcasing its potential to contribute
significantly to accurate and nuanced predictions in
gene expression analysis.

4. RESULTS

The results of our thorough analysis of lung
cancer prediction are presented below, along with
performance metrics and key takeaways from the
deep learning models that were used. The outcomes
capture the unique capabilities of Long Short-Term
Memory networks (LSTMs) and Deep Neural
Networks (DNNG5), as well as the collective strength

of the ensemble model. The accuracy, precision,
recall, and F1 score of every model are carefully
analyzed to provide a detailed picture of their
predictive power. We also discuss how the ensemble
model's results might be interpreted, providing
insight into how well it can identify complex
patterns in the genomic data. These results add
something significant to the ongoing conversation
about precision medicine by offering a strong basis
for the debate and consequences that follow. The
results obtained from the implementation of the
methodology are as follows:

i Accuracy Comparison of Models

0.8

0.6

Accuracy

0.4

0.2

0.0 -

Dense LSTM Ensemble
Models

Figure 4: Model Comparison Based on Accuracy

Figure 4 presents a comprehensive overview of the
optimal accuracy achieved by our deep learning
models on the test dataset. The individual
performances of three distinct models are
highlighted, providing valuable insights into their
predictive capabilities.

Firstly, the Dense Model, a fundamental deep
learning architecture, demonstrates a commendable
accuracy of 80%. This model, characterized by
densely connected layers, serves as a baseline for
comparison against more complex architectures.

Moving to the Long Short-Term Memory (LSTM)
model, we observe a significant improvement in
accuracy, reaching 90%. LSTM networks are known
for their ability to capture and remember long-term
dependencies in sequential data, making them
particularly well-suited for tasks involving temporal
patterns.

The most noteworthy result is attributed to the
Ensemble Model, which surpasses the individual
standalone models, achieving the highest accuracy
of 98%. This ensemble model integrates the
strengths of both the Dense Model and LSTM,
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capitalizing on their respective advantages. The
ensemble approach leverages the diversity of these
models, combining their predictive power to
enhance overall accuracy. This result underscores
the efficacy of ensemble methods in achieving
superior performance compared to individual
models.

4.1 Model Results

The different models achieved high accuracy
scores for predicting Lung Cancer. The accuracy
scores obtained for each category were as follows:

Table 1: Accuracy Score Of Different Models

Model Precisio |recal |f1- |suppor|Accurac
n 1 scor |t y
e
DNN 0.66 0.94 10.99 (52 0.81
LST™M 0.94 0.79 10.86 |52 0.90
ENSEMBL |0.99 0.95 10.97 (52 0.98
E

The model evaluation scores for lung
cancer detection are summarized in the above table.
The performance metrics comparison among the
Deep Neural Network (DNN), Long Short-Term
Memory (LSTM), and Ensemble Model reveals
distinct strengths and weaknesses. The DNN, while
achieving a high F1-score of 0.99 and a respectable
recall of 0.94, lags in precision at 0.66, suggesting a
higher false positive rate. In contrast, the LSTM
exhibits a strong precision of 0.94, indicating a low
false positive rate, but a lower Fl-score of 0.86,
reflecting a trade-off with recall.

Comparision of Evaluation Metrics for DNN,

LSTM and ENSEMBLE (DNN+LSTM)
08
06
02
0

' | :
@ ,
NN

Precision recall f1-score Accuracy

EDNN MLSTM WENSEMBLE

Figure 5:Comparision Of Model Evaluation Metrics

The Ensemble Model emerges as the top
performer across all metrics. With precision at an
outstanding 0.99, recall at 0.95, and an impressive
Fl-score of 0.97, it strikes a balance between
identifying true positives and minimizing false
positives. Moreover, the Ensemble Model boasts the
highest accuracy at 98%, surpassing both standalone
models. This comprehensive analysis underscores
the collective strength of ensemble methods,
offering a robust solution for accurate and balanced
predictions in the context of the studied dataset.

Dense Model Classification Report
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Figure 6: Dense Model Classification Report

LSTM Model Classification Report
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Figure 7: LSTM Model Classification Report
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Figure 8: Classification Report For Ensemble Model
With Attention Mechanism

The figure 6. shows the classification report
of a dense model. The dense model is a mathematical
model used to classify items based on their precision,
recall, and support.The figure 7 and 8 shows
classification report for LSTM model and Ensemble
model with attention Mechanism respectively.

4.2 Discussion: Addressing Limitations and
Reflecting on Model Implementation

In examining the findings of our research, it is
imperative to address and reflect upon the inherent
limitations of our work. While the ensemble model,
integrating an attention mechanism with DNNs and
LSTMs, has demonstrated remarkable predictive
accuracy in gene expression research, the persistent
challenge of model interpretability looms large. The
intricate nature of deep-learning systems poses
difficulties in understanding the decision-making
process, raising concerns about transparency and
trustworthiness—critical considerations in
applications with substantial consequences, such as
clinical genomics.

A notable limitation lies in the extensive fine-
tuning and iteration required to achieve optimal
model performance. This meticulous process
introduces a delicate trade-off between model
generalization and complexity. Striking the right
balance is essential for ensuring the robustness of the
model across diverse genetic profiles and real-world
scenarios. Although our toolset, encompassing
Python, NumPy, Pandas, Scikit-learn, TensorFlow,
and Keras, has proven effective, ongoing
advancements in tools and methodologies are
necessary to enhance efficiency and reproducibility.

Despite the success of our ensemble model, the
discussion surrounding limitations extends to the
broader landscape of genomics research. The
adaptability of the ensemble model positions it as a
valuable instrument, yet the persisting challenge of
interpretability underscores the need for continuous
efforts to develop methods allowing for the analysis
and explanation of intricate model decisions. Our
work contributes to the evolving knowledge base in
the application of deep learning models in genomics,
emphasizing their potential while highlighting the
imperative of addressing limitations to maximize
their utility and impact. As the field advances,
ongoing investigation and innovation are essential
for overcoming these challenges and furthering the
potential of deep learning in genomics.

5. CONCLUSION

Our investigation effectively demonstrates the
prowess of the ensemble model, amalgamating
LSTM and DNN networks with an attention
mechanism, in deciphering intricate gene expression
patterns linked to lung cancer. This accomplishment
significantly addresses our hypothesized problem of
achieving a unified and highly accurate predictive
model. While the model excels in predictive
accuracy, the persistent challenge of interpretability
underscores the necessity for ongoing refinement.
Future efforts will strategically focus on enhancing
the model's generalization capabilities to adapt
across diverse genetic profiles, thereby expanding its
utility. Pioneering the exploration of gene sets as
potential biomarkers, our study contributes to
reshaping genomics applications. The incorporation
of an attention mechanism adds an innovative layer,
dynamically highlighting critical information during
decision-making. As our ensemble model evolves, it
holds promise for revolutionizing lung cancer
diagnosis. Ongoing endeavors to identify robust
biomarkers and enhance interpretability not only
place our research at the forefront of genomics
advancements but also offer potential for furthering
understanding and treatment in the field of lung
cancer, representing an exciting avenue for future
exploration.
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Abstract—Given the proliferation of connected devices and
the evolving threat landscape, intrusion detection plays a pivotal
role in safeguarding loT networks. However, traditional
methodologies struggle to adapt to the dynamic and diverse
settings of 10T environments. To address these challenges, this
study proposes an innovative framework that leverages machine
learning, specifically Red Fox Optimization (RFO) for feature
selection, and Attention-based Bidirectional Long Short-Term
Memory (Bi-LSTM). Additionally, the integration of blockchain
technology is explored to provide immutable and tamper-proof
logs of detected intrusions, bolstering the overall security of the
system. Previous research has highlighted the limitations of
conventional intrusion detection techniques in loT networks,
particularly in accommodating diverse data sources and rapidly
evolving attack strategies. The attention mechanism enables the
model to concentrate on pertinent features, enhancing the
accuracy and efficiency of anomaly and malicious activity
detection in 10T traffic. Furthermore, the utilization of RFO for
feature selection aims to reduce data dimensionality and enhance
the scalability of the intrusion detection system. Moreover, the
inclusion of blockchain technology enhances security by ensuring
the integrity and immutability of intrusion detection logs. The
proposed framework is implemented using Python for machine
learning tasks and Solidity for blockchain development.
Experimental findings demonstrate the efficacy of the approach,
achieving a detection accuracy of approximately 98.9% on real-
world loT datasets. These results underscore the significance of
the research in advancing loT security practices. By
amalgamating machine learning, optimization techniques, and
blockchain technology, this framework provides a robust and
scalable solution for intrusion detection in loT networks,
fostering improved efficiency and security in interconnected
environments.

Keywords—Intrusion detection; 1oT networks; machine
learning; random forest, red fox optimization; blockchain
technology

. INTRODUCTION

The Internet of Things (I0T) represents a transformative
innovation in automation and connectivity, comprising a vast
network of interconnected devices equipped with actuators,
sensors, and computational capabilities [1]. These devices
encompass a diverse range, from everyday items like
household appliances and wearables to complex industrial
machinery and infrastructure components. Central to loT
networks is their autonomous ability to collect, process, and
transmit data, eliminating the need for direct human
intervention. This autonomy empowers organizations and
individuals to leverage data-driven insights and automation
across various sectors and industries. For instance, in smart
homes, loT devices facilitate energy monitoring, remote
appliance control, and enhanced security via connected
surveillance systems [2].

Wearable sensors and medical gadgets help with early
health issue diagnosis, individualized treatment strategies, and
remote patient monitoring in the healthcare industry. In
transportation, 10T technologies optimize logistics, improve
traffic management, and enhance passenger safety through
intelligent vehicle systems and infrastructure. Moreover, 10T
networks extend their reach into diverse sectors such as
agriculture, where precision farming techniques leverage
sensor data to optimize irrigation, monitor soil conditions, and
maximize crop yields[3]. In industrial settings, loT-enabled
machinery and production systems enable predictive
maintenance, real-time monitoring of equipment health, and
automation of manufacturing processes, leading to increased
efficiency and reduced downtime. The overarching goal of loT
networks is to enhance connectivity, efficiency, and
convenience while enabling new levels of automation and
control across various domains. By seamlessly integrating
physical devices with digital technologies, 10T networks pave
the way for a more interconnected and intelligent world,
where data-driven insights drive decision-making and
innovation. However, this proliferation of connected devices
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also brings about significant challenges, particularly in terms
of security, privacy, and interoperability, which must be
addressed to fully realize the potential benefits of the IoT
revolution [4].

IoT networks exhibit a high degree of heterogeneity,
encompassing a diverse array of devices with varying
computational capabilities, communication protocols, and
operating systems. From simple sensors to complex smart
appliances and industrial machinery, these devices run on
different platforms, including embedded systems, Linux-based
platforms, and proprietary firmware[5]. This heterogeneity
poses challenges for interoperability and standardization.
Moreover, 10T networks are highly scalable, capable of
supporting  deployments  ranging  from  small-scale
implementations to massive infrastructures comprising
millions of interconnected devices. This scalability leads to
complex network topologies and management challenges.
Connectivity serves as a cornerstone for 10T networks, with
devices employing a range of wired and wireless
communication technologies. The selection of connectivity
technology is influenced by factors such as range, power
consumption, and deployment environment. Additionally, 10T
networks generate a wide array of data types, including sensor
readings, images, audio, and video streams, presenting
challenges for data processing and analysis. Effectively
managing this data diversity is essential for deriving
meaningful insights while maintaining scalability, efficiency,
and data privacy [6].

IoT networks are susceptible to a myriad of security
vulnerabilities, posing significant challenges to their integrity
and reliability. Weak authentication and authorization
mechanisms represent a prevalent threat, as many loT devices
are shipped with default or easily guessable credentials,
providing malicious actors with unauthorized access and
control over these devices [7]. Furthermore, insecure
communication practices exacerbate the risk, as 10T devices
often transmit data over unencrypted channels or employ weak
encryption protocols, leaving sensitive information vulnerable
to eavesdropping and interception by malicious entities.
Compounding these issues is the lack of timely security
updates from manufacturers, leaving devices exposed to
known vulnerabilities and exploits. Physical vulnerabilities
also pose a substantial risk to 10T networks, as attackers can
exploit physical access to tamper with hardware components,
extract sensitive data, or implant malicious firmware,
compromising the integrity and functionality of these devices

[8].

Additionally, 10T devices are susceptible to being co-opted
into botnets and used to launch distributed denial-of-service
(DoS) attacks against targeted services or networks, leading to
disruptions and downtime. Moreover, the vast amounts of
personal and sensitive data collected and transmitted by loT
devices raise significant privacy concerns, including
unauthorized access, data breaches, and misuse of
information. Supply chain risks further exacerbate the security
landscape, as the global supply chain for 10T devices is often
complex and opaque, making it challenging to verify the
integrity and authenticity of hardware components and
software firmware [9]. Lastly, interoperability issues between
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10T devices and protocols introduce additional vulnerabilities,
enabling attackers to exploit weaknesses in communication
interfaces and protocols, potentially compromising the entire
network. A comprehensive strategy that includes strong
authentication procedures, encryption methods, regular
security upgrades, physical security measures, and privacy-
enhancing technology is needed to address these issues. In
addition, stakeholders need to work together to create
industry-wide guidelines and recommendations for protecting
10T networks and devices, minimizing risks, and guaranteeing
the dependability and trustworthiness of the loT ecosystems
[10].

Intrusion detection in 10T networks is hindered by the
dynamic and heterogeneous nature of these environments,
along with the continuously evolving threat landscape.
Traditional methods struggle to adapt to the diverse array of
devices, communication protocols, and data formats present in
10T networks, leading to limited coverage and effectiveness.
Scalability poses another challenge, as the sheer volume of
interconnected devices generates large amounts of data that
traditional systems may struggle to process in real-time.
Resource constraints on 10T devices further complicate
matters, making it difficult to deploy traditional intrusion
detection solutions. Furthermore, newer or undiscovered
threats could not be detected by conventional techniques,
calling for more sophisticated detection capabilities.
Moreover, worries about data privacy and integrity continue
since centralized systems have the potential to expose
vulnerabilities or corrupt critical data. Innovative solutions
that are suited to the special features of internet of things
networks are needed to tackle these issues. These solutions
must be scalable, resource-efficient, capable of robust
detection, and equipped with improved security mechanisms
to efficiently reduce hazards [11].

The rapid expansion of Internet of Things (IoT) networks
has underscored the critical need for a robust and scalable
intrusion detection framework capable of effectively
mitigating security threats. Traditional intrusion detection
systems (IDS) often struggle to adapt to the dynamic and
heterogeneous nature of loT environments, necessitating
innovative solutions. Our research is motivated by the
imperative to develop such a framework, leveraging advanced
machine  learning  techniques like  Attention-based
Bidirectional Long Short-Term Memory (BiLSTM) networks
for real-time threat detection. Additionally, the integration of
Red Fox Optimization (RFO) enhances the efficiency of
feature selection, enabling more accurate identification of
relevant data amidst the complexities of 10T networks.
Furthermore, the incorporation of blockchain technology
ensures the integrity and trustworthiness of intrusion detection
data, facilitating transparent incident response and forensic
analysis. By synergizing these technologies, our framework
offers a comprehensive defense mechanism against evolving
threats, safeguarding critical assets and bolstering the security
posture of loT ecosystems. The key contribution of the
research is stated as follows:

e The research presents a pioneering framework that
combines machine learning techniques, such as
Attention-based BIiLSTM networks, with Red Fox
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Optimization for feature selection, providing a novel
approach to intrusion detection in 10T networks.

e By leveraging advanced machine learning algorithms,
our framework achieves a significantly higher
detection accuracy of approximately 98%, surpassing
traditional intrusion detection systems and effectively
mitigating security threats in 10T environments.

e The integration of Red Fox Optimization streamlines
feature selection, enhancing the scalability and
efficiency of our framework in handling the dynamic
and heterogeneous nature of loT data streams, thus
ensuring robust performance even in large-scale loT
deployments.

e Incorporating blockchain technology ensures the
integrity and tamper-resistance of intrusion detection
data, providing transparent incident response and
forensic analysis capabilities, thereby enhancing the
overall security and trustworthiness of 10T networks.

The paper begins with an introduction to the research topic
in Section I, followed by a comprehensive review of related
literature in Section Il. The methodology in Section IV
outlines the proposed framework's design and implementation,
with Section V covering experimental evaluation, results
analysis, and discussion on the framework's effectiveness.
Finally, Section VI concludes the paper.

1. RELATED WORKS

Strong security mechanisms inside 10T networks are vital,
as evidenced by the increasing ubiquity of Internet of Things
(1oT) technologies. But in Internet of Things contexts,
conventional intrusion detection systems face severe
restrictions because of limited resources and the intrinsic
complexity of the network. Liang et al. [12] research aims to
tackle these issues by developing, putting into practice, and
assessing a novel intrusion detection system. This system
makes use of deep learning algorithms, blockchain
technology, and multi-agent systems as part of a hybrid
placement strategy. The data collecting, management,
analysis, and reaction components of the system are organised
into separate modules. The National Security Lab's NSL-KDD
dataset was used for experimental verification, which
demonstrates how well deep learning algorithms detect
assaults, especially at the loT network's transport layer.
Notwithstanding the encouraging outcomes, the study admits
significant limitations, such as the requirement for additional
improvement and optimisation of the suggested system in
order to guarantee its scalability and suitability for use in a
variety of 10T scenarios.

Alkadi et al. [13] paper presents a novel approach to
collaborative intrusion detection for safeguarding loT and
cloud networks, leveraging the capabilities of deep blockchain
technology. By integrating blockchain into intrusion detection
systems, the proposed framework aims to enhance the security
posture of interconnected environments through collaborative
threat intelligence sharing and consensus-driven decision-
making processes. Through the utilization of machine learning
algorithms and distributed ledger technology, the framework
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enables real-time detection and response to emerging threats
across diverse network landscapes. Experimental results
demonstrate the efficacy of the framework in detecting
intrusions and mitigating security risks in various network
scenarios. However, the adoption of deep blockchain
technology introduces challenges related to scalability,
latency, and resource consumption. The computational
overhead associated with maintaining a distributed ledger
across multiple nodes may impact the real-time
responsiveness of the intrusion detection system. Furthermore,
ensuring consensus among distributed nodes in a timely
manner can pose synchronization and coordination challenges,
potentially affecting the system's overall efficiency and
effectiveness in rapidly evolving threat landscapes. Addressing
these scalability and performance limitations is essential to
realize the full potential of the proposed framework in large-
scale 10T and cloud networks.

The necessity for strong security measures to protect
Internet-of-things (1oT) environments from potential threats
has been highlighted by the growth of 10T devices. In order to
protect computer networks, including the Internet of Things,
from many types of security breaches, intrusion detection
systems, or IDSs, are essential. The utilisation of collaborative
intrusion detection systems or networks, also known as CIDSs
or CIDNs, has shown promise in improving detection
performance through the sharing of vital information across
IDS nodes, including signatures and alarms. Nevertheless,
because collaborative networks are distributed, they are
vulnerable to insider assaults, in which rogue nodes spread
fake signatures, jeopardising the accuracy and effectiveness of
intrusion detection systems. Using blockchain technology
presents a viable way to safely validate shared signatures. In
this regard, the research of Li et al. (Li et al. 2019) presents
CBSigIDS, an innovative framework for blockchain-based
collaborative signature-based IDSs intended to create and
gradually update a trusted signature database in collaborative
IoT contexts. With no need for a reliable middleman,
CBSigIDS provides a verified method in distributed
architectures. Although CBSigIDS shows promise in
strengthening the efficiency and robustness of signature-based
IDSs, a significant disadvantage is the possible overhead
related to blockchain activities, which calls for additional
optimisation to guarantee scalability and efficacy in practical
deployments.

Issues with privacy, security, and single points of failure in
centralised storage structures still exist as the Internet of
Things (10T) gains pace, especially in crucial applications. By
providing decentralised and secure data management,
blockchain technology has emerged as a viable answer to
these problems. There is a lot of potential for improving social
and economic advantages when blockchain is integrated with
lIoT. But as the 2017 attack on a pool of miners has shown,
blockchain-enabled Internet of Things (loT) networks are
vulnerable to Distributed Denial of Service (DDoS) attacks,
underscoring the necessity of strong security protocols.
Furthermore, for efficient analysis and decision-making, these
applications' enormous data generation demands the use of
sophisticated analytical tools like machine learning (ML). In
order to address these issues, a unique solution is presented in
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the paper by Kumar et al. [14]. This paper presents a
distributed Intrusion Detection System (IDS) intended to
detect distributed denial of service (DDoS) assaults targeting
mining pools within Internet of Things networks, using fog
computing and blockchain technology. Using Random Forest
(RF) and an optimised gradient tree boosting system
(XGBoost), both trained on dispersed fog nodes, the efficacy
of the suggested IDS is evaluated. The BoT-10T dataset, which
covers recent assaults seen in 10T networks with blockchain
support, is used in the evaluation. The possible costs and
difficulties of implementing a distributed IDS employing fog
computing in practical settings might be a drawback of the
recommended strategy, necessitating more study and
optimisation for efficiency and scalability. However, the
outcomes demonstrate that Random Forest outperforms
XGBoost in multi-attack recognition and binary attack
detection.

Protecting industrial 1oT (I10T) networks from security
threats is crucial as these networks grow to be essential parts
of vital infrastructure. Numerous strategies utilizing
Blockchain algorithms and machine learning techniques have
been investigated separately to overcome this problem.
However, Vargas et al. [15] offer an integrated strategy in this
research that integrates these approaches to produce a
thorough defense mechanism for networks of Internet of
Things devices. The objectives of this mechanism are to
identify potential dangers, initiate safe channels for
information exchange, and adjust to the processing power of
industrial Internet of things settings. The suggested method
offers a workable way to identify and stop intrusions in
Internet of Things networks and shows effectiveness in
accomplishing its goals. Despite its achievements, it's crucial
to remember that the suggested integrated strategy can present
challenges for management and implementation, necessitating
the need for extra funding and knowledge for deployment in
actual I1oT scenarios. More investigation is required to ensure
scalability and efficiency while minimizing overhead by
streamlining and optimizing the integration process.

1. PROBLEM STATEMENT

Despite the notable advancements in intrusion detection
systems (IDS) and the integration of blockchain technology
and machine learning techniques in securing Internet of
Things (10T) networks, several research gaps persist. Existing
studies focus predominantly on individual aspects such as
deep learning algorithms, blockchain-based intrusion
detection, or collaborative signature-based IDSs. However,
there is a scarcity of research that comprehensively addresses
the complex security challenges of IoT environments by
integrating multiple technologies and methodologies.
Furthermore, scalability, efficiency, and practical feasibility
remain critical concerns across these studies, indicating the
need for further exploration and refinement. Thus, our
research aims to bridge this gap by proposing a holistic
framework that combines deep learning algorithms,
blockchain technology, and collaborative intrusion detection
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mechanisms to provide robust security solutions for loT
networks. By addressing these multifaceted challenges and
evaluating the proposed framework's scalability and
effectiveness across diverse loT scenarios, our research
endeavors to contribute towards the development of
comprehensive and practical security solutions tailored for 10T
environments.

V. METHODOLOGICAL INTEGRATION OF ML AND
BLOCKCHAIN FOR IOT INTRUSION DETECTION

The suggested method builds a strong intrusion detection
system (IDS) that is suited for the complex architecture of
Internet of Things networks by fusing blockchain technology
with machine learning. Network traffic, sensor readings,
device logs, and other data from 10T devices are first gathered
and preprocessed to extract pertinent attributes that are
essential for intrusion detection. The framework optimizes
feature subsets to increase intrusion detection efficacy and
efficiency using the Red Fox Optimization (RFO) approach.
Then, real-time anomaly detection is achieved by using
Attention (BiLSTM) networks, which take advantage of their
capacity to process sequential data streams present in Internet
of Things settings. Blockchain technology is easily
incorporated to guarantee the immutability and integrity of
intrusion detection data. Smart contracts are utilized to
provide safe communication and consensus building across
dispersed Internet of Things devices, guaranteeing the
accuracy and consistency of the data. Benchmark datasets
such as the NSL-KDD dataset are used to evaluate the
framework's performance in detail across a range of intrusion
situations. By employing this technique, researchers want to
enhance the efficacy and security of intrusion detection in
internet of things networks, as well as tackle the constantly
evolving problems associated with 10T setups [16].The
suggested technique's architecture is depicted in Fig. 1.

A. Data Collection

The data collection process involves gathering information
from 10T devices, drawing upon a diverse array of network
traffic, sensor readings, and device logs. In this research, we
utilize the NSL-KDD dataset, an open-source resource
available on Kaggle [17], to facilitate the collection of
comprehensive data for intrusion detection system
development. The NSL-KDD dataset offers a rich repository
of labeled network traffic data, encompassing various types of
attacks and normal behaviors, thereby enabling thorough
analysis and evaluation of intrusion detection algorithms.
Leveraging this openly accessible dataset ensures transparency
and reproducibility in our research methodology, allowing for
robust validation and benchmarking of the proposed intrusion
detection framework against a standardized dataset. Through
meticulous data collection from the NSL-KDD dataset, we
aim to capture the diverse range of potential threats and
normal activities prevalent in loT networks, laying the
foundation for effective intrusion detection system design and
evaluation.
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Fig. 1. Proposed integration of ML and blockchain for loT intrusion detection.

B. Data Preprocessing

Following data collection, the input data undergoes
preprocessing to eliminate unwanted noise and address
missing data. This involves four key preprocessing
approaches:

o Data Cleaning

e Normalization

e Data Transformation
e Data Integration

C. Data Cleaning

In order to improve the quality and dependability of
datasets, data cleaning is an essential step in the data
preparation pipeline. It involves locating and correcting
different kinds of data abnormalities. These anomalies may
include corrupted, incorrect, duplicate, or improperly
formatted data entries. The primary goal of data cleaning is to
ensure that datasets are standardized, accurate, and easily
accessible for analysis and query purposes. During the data
cleaning process, several tasks are performed to address
different types of data issues. Firstly, corrupted or incorrect
data entries are identified and either removed or corrected to
restore data integrity. Duplicate entries, if present, are
identified and eliminated to prevent redundancy and ensure
that each observation is unique[18]. Additionally, managing
missing values—which can occur for a number of reasons,
including incomplete records or mistakes in data collection—
is another aspect of data cleansing. When there are missing
values in an observation, they can be imputed using statistical
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techniques or data from other observations can be dropped.
Additionally, data cleaning ensures that the dataset complies
with the required format and schema by addressing structural
flaws that could arise throughout the data transfer process.
Thorough data cleaning improves the dataset's dependability
and suitability for analysis, allowing analysts and researchers
to derive precise conclusions and make defensible choices
[19].

D. Normalization

Normalization is a preprocessing step aimed at
transforming data from its existing range to a new range.
Given the presence of uncertain and incomplete data in the
dataset, it becomes essential to address missing or irrelevant
data to enhance data quality. The dataset can be integrated and
normalized with success using the Min Max normalization
approach. By making sure the dataset is scaled correctly, this
method makes it possible to anticipate outcomes within the
new range and allow for a greater difference in forecasting.
Normalization reduces the influence of differences in dataset
scales by scaling the dataset so that normalized values lie
between 0 and 1. This allows for easier comparison of results
from various datasets. This technique involves deducting the
minimum value from the variable requiring normalization,
resulting in a standardized dataset suitable for analysis and
comparison. Min-max scaling, frequently referred to as feature
scaling, converts the values of each feature to a range of 0 to 1
[20]. To compute the min-max scaling, use Eq. (1).

A=Amin

M

A =
scaled
Amax—Amin
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A is the starting value, A,;;,is the smallest value,
and A4, the largest value in the dataset. This method is
helpful when the features are not evenly distributed and have a
small range.

E. Data Transformation

Data transformation involves converting the original
dataset into a specific format that facilitates faster and more
efficient retrieval of strategic insights. Raw datasets can be
challenging to comprehend and track, necessitating
transformation into a more suitable form before extracting
information. This transformation process is crucial for
providing easily interpretable patterns, aligning with the
strategic objectives of data conversion. Various techniques,
such as smoothing, aggregation, and generalization, are
employed in data transformation to streamline the dataset.
Smoothing techniques are utilized to eliminate noise from the
dataset, enhancing data clarity. Data aggregation gathers and
presents data in a summarized format, aiding in easier analysis
and interpretation. Additionally, data generalization involves
converting lower-level or raw data into higher-level data
through hierarchical concepts, further enhancing the dataset's
organizational structure and usability [21].

F. Data Integration

Data integration is a preprocessing strategy that combines
data from several sources into a single data repository to give
rich views of the data. These sources could be flat files,
databases, or several data cubes. Collaboration between users
at all levels is facilitated by data integration, which combines
received data with heterogeneous datasets to store consistent
data that is client-accessible. A triplet defines the data
integration mechanism, which is further explained in Eq. (2).

D, =<U,V,W > (2)

In this context, D;represents the process of data
integration, where U stands for the global schema, V denotes
the schema of heterogeneous sources, and W refers to the
mappings between queries of the source and global schema
[22].

G. Feature Selection

In order to improve the effectiveness and productivity of
the intrusion detection process, feature selection is an essential
step in the preliminary processing phase of systems for
detection. Its goal is to pick the most pertinent characteristics
from the pre-processed data. Red Fox Optimisation (RFO)
becomes apparent as a potent feature selection method in this
scenario. To increase the intrusion detection system's overall
performance, RFO works by optimising feature subsets.
Finding a subset of characteristics that maximises the
discrimination between normal and aberrant network
behaviour is the main goal of feature selection using RFO.
This will improve the system's capacity to detect intrusions
effectively while reducing computing overhead. RFO does this
by iteratively assessing and honing potential feature subsets
according to pre-established optimisation standards, including
performance metrics or classification accuracy. The intrusion
detection system may efficiently prioritise and concentrate on
the most useful aspects by using RFO for feature selection.
This lowers the dimensionality of the data and boosts the
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overall effectiveness of the detection process. Additionally,
RFO has the flexibility and scalability to manage high-
dimensional information that are frequently seen in Internet of
Things networks [23].

After obtaining the balanced dataset from the previous
stage, the optimal features for improving intrusion detection
training speed and accuracy are selected using the DRF
optimisation technique. Numerous meta-heuristic optimisation
strategies are developed to improve network security in
standard systems for detection of intrusions. Three newly
created models used for network security are Spider Monkey
Optimisation, Fruity Optimisation, and Greedy Swarm
Optimisation. However, overfitting, which delayed processing,
a slower rate of convergence, and complex computational
procedures are the main causes of its issues. Generally
speaking, some of the most current nature-inspired/bio-
inspired optimisation approaches produced is the Dragon Fly
Algorithm, Moth Flame Optimisation, and Ant Lion
Optimisation, Harris Hawk optimisation (HHO), Flower
Pollination Algorithm. These algorithms are commonly used
to solve complex optimisation problems in a variety of
security applications. The DRF is one of the newest
optimisation algorithms and has several advantages over
previous techniques. It has a low processing cost, less local
optimum, rapid convergence, and guards against algorithm
stacking during optimisation. Furthermore, the DRF35 is not
specifically utilised in applications for 10T-IDS security.
Therefore, the goal of the proposed study is to use this method
to dataset feature optimisation based on the best optimum
solution. Additionally, this optimisation procedure facilitates a
simpler classification method with a higher assault detection
rate [23].

The balanced loT dataset's characteristics may be
optimally tuned using this optimization approach. Foxes
belong to many Canidae families and are tiny to medium-sized
omnivore animals with pointed noses, long, thin legs,
thicktails, and slender limbs. The foxes may also be
distinguished from each other of their family and from large
dogs. A novel meta-heuristic optimization system called the
DREF takes its cues from the hunting habits of red foxes. When
hunting, the red fox moves slowly towards its prey as it hides
in the underbrush, and then it attacks the animal out of the
blue. Like previous meta-heuristic models, this approach takes
into account both the utilization and investigation of
capabilities. This method creates random people for
initializing parameters, as seen by the subsequent Eq. (3) and

Eq. (4).
R = [ry, 1, e . Tyoq] 3)
(R = [(10)%, ()" e (1=1)'] 4

where, “I” denotes how many populations are present in
the search area. Ten, the global optimal function is used to find
the best solution in the search space. Here, the structure that
follows is used in conjunction with the Euclidean distance to
get the best solution as presented in Eq. (5).

E(((R)D¥, (Rpest)) = v/ (RD¥ — (Rpest)* (®)
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In Eq. (5) k denotes the number of iterations. The term
"Ryes:t" represents the best optimum, while "E(.)" denotes the
Euclidean distance. Accordingly, the optimal solution is
employed to migrate all candidates, as illustrated in Eq. (6):

((R)i)k = ((R)l)k + gsign((Rbest)k - (Rl)k)) (6)

As a scaling hyperparameter, "g" denotes a random value
selected at random from 0 to 1 for each iteration. For the
whole population, this value is set just once every iteration.
People evaluate the fitness values at their new places after
moving to the optimal posture. People stay in their new roles
if the fitness values are greater; if not, they return to their
previous ones. This procedure is similar to how close relatives
tell others where to hunt after an adventure and return home.
They do what the explorers have instructed, going home
"empty-handed" if they don't locate food, or continuing to
search if there is a possibility. These processes, which take
place during every DRF cycle, resemble suggested global
inquiries. In addition, the applicants’ move to new roles must
present a feasible alternative; if not, their previous jobs will
remain. The comparison of the red fox, advancing towards its
prey and watches it, is appropriate here since it is similar to
the DRF model in which a random number ® between 0 and 1
is assumed explained in Eq. (7) and Eq. (8) [24].

{Move Forward if,w >Z %
Stay Hiddem if ,w > 3/4
sin(8p) .
w={{hx 2 if 8y # 0 @
T if 6 #0

Here, "h" is a random number in the interval [0, 0.2], and
"50" is another random number in the interval [0, 2x], which
indicates the fox viewing angle. Furthermore, "t" represents a
random number between 0 and 1. To model motions for the
population of persons, the set of solutions for geographic
coordinates is as follows. AIll things considered, the
incorporation of RFO for picking features in intrusion
detection systems improves computing efficiency and
scalability while also strengthening the system's capacity to
precisely detect and address security threats in Internet of
Things networks. This method emphasises how crucial it is to
use cutting-edge optimisation strategies in order to optimise
feature subsets and improve intrusion detection technologies'
overall effectiveness.

H. Intrusion Detection using Attention Bi-LSTM

The Attention-based BiLSTM model is used to identify
intrusions in the NSL-KDD dataset. Using specialised
memory units, LSTM—an improved version of the classic
Recurrent Neural Networks (RNN)—captures long-term
relationships in the MTS dataset efficiently [20]. The gradient
vanishing problem is addressed by LSTM models, in contrast
to conventional RNN techniques. Rather than depending just
on the architecture of hidden units, they also incorporate
memory cells that capture the long-term dependence of
the signal. Four regulated gates make up the LSTM model: an
output gate, a forget gate, input gate, in addition to a self-loop
memory cell. These gates control how several memory
neurons' data streams communicate with one another. The
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forget gate in the LSTM model's hidden layer decides which
data from the previous time frame to keep and which to
discard. The input gate makes the decision to simultaneously
inject data from the memory unit into the input signal or not.
The output gate decides whether to change the state of the
memory unit [24]. The following Eq. (9) through Eq. (14) are
used to determine the neuron state, hidden layer results, and
gate states, taking into account the input xt from the NSL-
KDD dataset and the dynamic output state h,:

ip, = o(Xjuy + Yihe_1 + a;) 9)
f9: = o(Xpu, + Yehe 4 + ay) (10)
op; = o(Xoup + Yohe_1 + a,) (11)
¢ = f9:0c,_4 + ip.OC; (12)

The weight matrices that recur are indicated by as Y;, Y,
Y,, while the representation of the weighted matrix for the
forget, output, input, and memory cell gating by X;, X¢, X,,
respectively. The biases for the gates are formulated as a;, a,
a,. The candidate's cell state C,, is utilized to update the
original memory cell state, c,. Step indicates the hidden layer's
state h,_,at any given moment, while ot indicates the
outputop,. The symbol (© denotes the element-wise
multiplication operation. The hyperbolic tangent function is
denoted as tanh, and the logistic sigmoid activation function is
represented by o.

The standard LSTM model's limitation lies in its one-
directional analysis of input signals during training, potentially
leading to the inadvertent oversight of sequential information.
In contrast, the BIiLSTM was designed with a bidirectional
structure, leveraging two LSTM layers operating in opposing
directions to capture representation information both forwards
and backwards. This bidirectional setup includes a hidden
layer for reverse transmission (denoted as hb(t)), incorporating
future values, alongside a forward propagation hidden layer
(hf(t)) that retains data from previous sequence values.
Ultimately, the BiLSTM model's final output is a fusion of
both hf(t) and hb(t), facilitating a more comprehensive
understanding of time series data.

Mfg (t) = (p(yfmut + Yfmmuf(t—l) + afa) (13)

M,(t) = (p(Yamut + Yammua(t—l) + aa) (14)

Besides these, ar,and ajalso relate to two-way biassed
data. The weight matrix “Yz,, and Y,,, "represents the synaptic
weights from the input value to the internal unit for both
forward and backward directions. Similarly, the forward and
backward feedback recurrent weights are denoted by Yz,,,and

Yamm'

The tanh function serves as the activation function y for
the hidden layers (HLs). It determines the output of the
BIiLSTM as b;.

b, = O-(mebmf(t) + Wambma(t) + ap) (15)

The forward and backward weights of the resulting layers
are represented by Wy, and Wep,,, respectively, in Eq. (15).
Both a linear or sigmoidal function is provided as the
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activation function of the resulting layer 6. Moreover, by
denotes the bias in the output.The attention mechanism
contributes to the learning process of the Attention BiLSTM
model by assigning varying weights. The attention ai for a
hidden layer hi is calculated using Eq. (16):

x; = tanh(Wh; + a) (16)

BiLSTM networks provide a powerful means to examine
sequential data streams, enabling real-time detection of
anomalous behavior and security threats in 10T networks.
Leveraging BILSTM architectures, these networks excel in
capturing temporal dependencies and patterns present in 10T
data, which are often characterized by their dynamic and time-
varying nature. By effectively modelling the sequential nature
of loT data, BiLSTM networks can accurately identify
deviations from normal behavior, facilitating prompt detection
of intrusions and security breaches. To protect the integrity
and confidentiality of 10T systems and devices, respond
proactively to new threats, and strengthen the security posture
of 10T networks, this capability is essential.

I. Blockchain Integration

The integration of blockchain technology into intrusion
detection systems involves several key steps to ensure the
integrity and immutability of the data while facilitating secure
communication among distributed 10T devices through smart
contracts.

1) Data logging: In the process of data logging, intrusion
detection data generated by loT devices is systematically
recorded onto the blockchain network. Each piece of data is
meticulously timestamped and cryptographically secured,
ensuring its integrity and safeguarding against any potential
tampering attempts. By timestamping each entry, the
blockchain network establishes a chronological order of
events, enabling a comprehensive audit trail of intrusion
activities. Additionally, the cryptographic security measures
implemented within the blockchain network guarantee the
immutability of the logged data, thereby providing a reliable
and tamper-proof record of security events. This meticulous
logging process enhances the trustworthiness and reliability of
the intrusion detection system, enabling robust security
monitoring in 10T networks [25].

2) Blockchain node: In the context of blockchain
technology, blockchain nodes serve as essential components
responsible for validating and recording logged intrusion
detection data. These nodes are distributed across the
blockchain network, ensuring decentralization and resilience
against single points of failure. Each node maintains a copy of
the decentralized ledger, which contains a complete record of
all transactions, including the logged intrusion detection data.
When new data is logged onto the blockchain, it undergoes
validation by multiple nodes within the network to ensure its
authenticity and integrity. This validation process involves
verifying the cryptographic signatures associated with the data
and confirming its adherence to the consensus rules
established by the network protocol. Once validated, the
intrusion detection data is appended to the blockchain ledger,
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becoming a permanent and immutable part of the distributed
database. By distributing the responsibility for data validation
and storage among multiple nodes, blockchain networks
achieve redundancy and fault tolerance, enhancing the
reliability and resilience of the overall system. Furthermore, as
blockchain nodes are decentralised, no one organisation can
exert control over the system as a whole, fostering openness,
confidence, and security in the logging and archiving of
intrusion detection data.

3) Proof of work: The consensus mechanism of the
blockchain is essential to guaranteeing that all dispersed nodes
agree on the veracity of logged data. To reach this consensus
among network users, consensus techniques like Proof of
Work (PoW) are used. Proof-of-work (PoW) consensus is a
competitive mechanism in which nodes solve challenging
mathematical problems to validate transactions and append
new blocks to the blockchain. This is a resource-intensive
procedure that uses a lot of energy and processing power.
Nonetheless, other nodes in the network confirm the answer
after a node completes the puzzle and suggests a new block.
The block is appended to the blockchain if the answer satisfies
the consensus requirements. By using this decentralised
method, blockchain networks maintain the integrity and
durability of the blockchain ledger by facilitating consensus
across dispersed nodes about the veracity of recorded data.
Additionally, consensus mechanisms like PoW contribute to
the security of the blockchain network by mitigating the risk
of malicious actors attempting to manipulate or alter the
logged data. Overall, the consensus mechanism serves as a
fundamental building block of blockchain technology,
enabling decentralized trust and coordination among network
participants [26].

A key element of blockchain networks is the proof-of-
work (PoW) consensus mechanism, which guarantees
dispersed nodes' agreement on the legitimacy of transactions
and the appending of new blocks to the blockchain. PowW
comprises the following crucial steps:

e Transaction Propagation: Transactions are broadcasted
to all nodes in the blockchain network. Each
transaction contains details such as sender, recipient,
amount, and cryptographic signatures.

e Block Creation: Transactions are grouped together into
blocks, forming a candidate block for addition to the
blockchain. Miners, who are nodes responsible for
creating new blocks, select transactions and assemble
them into a block structure.

e Mining Competition: Miners compete with each other
to solve the Proof of Work puzzle. They utilize
computational power to generate hash values by
iteratively modifying a nonce (a random number) in the
block header until the desired hash value is found. This
process is computationally intensive and requires
significant computational resources.
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e \frification: A miner broadcasts the candidate block
and the solution to the network as soon as they
discover a workable solution to the problem. The
legitimacy of the answer and the transactions included
in the block are then confirmed by further nodes inside
the network.

e Consensus: If the majority of nodes in the network
agree that the proposed solution is sound and the block
conforms to the consensus requirements, the block is
accepted and posted to the blockchain. It is ensured
that all distributed nodes concur on the validity of the
transactions and the addition of new blocks to the
blockchain by going through this process.

e Reward: A fixed quantity of bitcoin plus any
transaction fees included in the block are awarded to
the miner who effectively mines a new block. This
encourages miners to use up processing power and take
part in the consensus-building process on the network.

In general, the Proof of Work technique reduces the
possibility of malevolent actors attempting to influence the
blockchain by demanding computational resources to verify
transactions and generate new blocks, hence ensuring the
security and integrity of blockchain networks.

1) Smart contract: Smart contracts serve as the backbone
of automation and governance within 10T networks by
providing a decentralized, programmable framework for
enforcing rules and conditions. These contracts, encoded with
predefined logic, are deployed on the blockchain, ensuring
immutability and tamper-proof execution. Within the context
of 10T, smart contracts automate interactions between devices,
enabling seamless communication and coordination without
the need for intermediaries. By executing automatically when
specific conditions are met, such as sensor readings or trigger
events, smart contracts streamline processes and mitigate the
risk of human error. Moreover, the decentralised structure of
these systems gets rid of single points of failure and minimises
dependence on centralised authority, hence improving security
and resilience. Additionally, conditional execution of
operations is made possible by smart contracts, which let
gadgets react quickly to shifting conditions. This feature
improves 10T network responsiveness and operational
efficiency. Furthermore, network participants' confidence and
responsibility are bolstered by the openness and auditability
provided by smart contracts. Overall, smart contracts play a
critical role in driving efficiency, security, and transparency in
IoT ecosystems, laying the foundation for scalable and
resilient decentralized applications [27].

2) Secure communication: In the ecosystem of loT
networks, secure communication is facilitated through the
interaction between 10T devices and the blockchain network
via smart contracts. These contracts act as intermediaries,
enforcing cryptographic protocols and access controls to
ensure that communication remains secure. By leveraging
cryptographic techniques such as encryption and digital
signatures, smart contracts authenticate and authorize devices,
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mitigating the risk of unauthorized access or tampering.
Through predefined rules and conditions encoded within the
smart contracts, only authorized devices are granted
permission to access and modify data stored on the
blockchain. This robust enforcement of security measures
enhances the integrity and confidentiality of communication
within 10T networks, safeguarding sensitive information and
preventing unauthorized manipulation of data. Overall, the
utilization of smart contracts enables secure and trustworthy
communication channels, fostering confidence in the
exchange of data and transactions within loT ecosystems.

V. RESULT AND DISCUSSION

The proposed framework undergoes rigorous evaluation
using benchmark datasets, including NSL-KDD and BoT-IoT,
to comprehensively assess its performance in detecting
various types of intrusions within 10T networks. By leveraging
these datasets, which contain diverse and realistic intrusion
scenarios, the framework's efficacy in identifying and
mitigating security threats is thoroughly scrutinized.
Performance metrics are used to assess how well the
framework differentiates between malicious activity and
typical network behavior. These measures include detection
accuracy, false positive rate, and computing efficiency.
Furthermore, the assessment procedure entails contrasting the
outcomes of the framework with those of current intrusion
detection systems in order to measure its effectiveness in
relation to predetermined benchmarks. The suggested
framework's potential to strengthen the security posture of loT
networks is carefully investigated through this methodical
study utilizing typical datasets, offering insights into its
advantages and shortcomings.

A. Performance Metrics

Performance metrics refer to the numerical values that are
utilized to assess how well an intrusion detection system
detects and neutralizes security threats on a network.
Commonly used metrics include the following ones:

1) Accuracy: The percentage of accurately identified
occurrences—both true positives and true negatives—out of
all the instances that were examined is known as accuracy. It
offers a general indicator of how effectively the intrusion
detection system classifies events as either intrusions or
routine activity.

2) Precision: Positive predictive value, or precision, is a
metric that expresses the percentage of accurately detected
positive cases (true positives) across every case categorized as
positive (false positives and true positives). It shows how well
the system can detect intrusions without mistakenly labelling
routine operations as such.

3) Recall: Recall, also known as sensitivity or true
positive rate, is the proportion of correctly identified positive
cases relative to all real positive occurrences in the dataset. It
assesses the system's ability to identify every incursion,
lowering the likelihood that any malicious activity would go
undetected.
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4) Fl-score: The F1-score, which achieves equilibrium
between recall and accuracy, is derived from the harmonic
mean of these two metrics. Recall and accuracy are combined
into one figure, which accounts for both false positives and
false negatives.
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As the threshold rises from 0 to 1, the true positive rate
(TPR) progressively falls from 0.98 to 0.85, suggesting a
decline in the percentage of true positive cases that are
correctly categorised, as seen in Fig. 3. The TPR stays
comparatively high at 0.95 at a threshold of 0.25, indicating
that true positive cases can be effectively detected even with
somewhat loosened thresholds.

TABLE I. PERFORMANCE METRICS
Metrics Efficiency
Accuracy 98.9
Precision 94
Recall 95
F1-Score 95

As shown in Table | and Fig. 2, the suggested intrusion
detection approach exhibits excellent efficiency with an
accuracy of 98.9%, demonstrating its capacity to accurately
categorise cases as either intrusions or routine operations.
Furthermore, the approach displays a 94% accuracy rate,
which indicates the percentage of accurately detected
incursions among all cases that are categorised as positive,
hence reducing false positives. With a recall rate of 95%,
which indicates that the system can detect all incursions, there
is little chance of a missed detection. Furthermore, a balanced
performance in terms of both accuracy and recall is shown by
the F1-score, which harmonises the two metrics, which is
recorded at 95%. All of these measures show how successful
and dependable the suggested intrusion detection technique is
at identifying and reducing security risks in the network
infrastructure.

Performance Efficiency

F1-Score

Accuracy Precision Recall

Fig. 2. Performance efficiency.
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Fig. 3. Receiver operating characteristic curve.

TABLE II. SORTING RESULT OF NSL-KDD
Methods AUC Error Rate
Gradient Boosting Classifier 47.64 0.4905
Deep Learning 77.88 0.2256
Proposed Method 98.9 0.0025

The NSL-KDD dataset's categorization outcomes using
different techniques are shown in Table Il. With an error rate
of 0.4905 and an AUC of 47.64%, the Gradient Boosting
Classifier performs relatively poorly. By comparison, the
Deep Learning approach shows noticeably higher
performance, with an error rate of 0.2256 and an AUC of
77.88%.

Proposed Method

Deep Learning

20 40 60 80 100 120

Gradient Boosting Classifier

(=]

mAUC mError Rate
Fig. 4. Classification result of NSL-KDD.

The results presented in Fig. 4 demonstrate that the
suggested approach outperforms the two other options, with
an exceptional AUC of 98.9% and a remarkably low error rate
of 0.0025. These outcomes highlight how well the suggested
strategy performs in comparison to other methods when it
comes to correctly identifying instances in the NSL-KDD
dataset.

TABLE Ill.  RECOGNITION OUTCOMES OF ATTENTION BASED BILSTM
APPROACH ON NSL-KDD DATASET
.. F1-
Data Class Accuracy Precision Recall s
core
Normal 98.4 96.3 97.3 96.3
Training | Attack 97.4 97.4 98.4 95.5
Average 97.7 97.7 97.7 97.7
Normal 98.9 97.5 96.4 95.8
Testing Attack 97.3 98.3 97.3 98.3
Average 98.9 98.9 98.9 98.9
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The NSL-KDD dataset's recognition results from the
Attention-based BiLSTM technique are shown in Table 111 and

Fig. 5.
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Fig. 5. Recognition outcomes of attention based BiLSTM approach on NSL-
KDD dataset.

It includes accuracy, precision, recall, and F1-Score, split
into normal and attack classes, for both the training and testing
datasets. In the training dataset, the method achieves 98.4%
accuracy for normal cases and 97.4% accuracy for attack
instances. Respectively, the corresponding accuracy, recall,
and F1-Score values are 95.5% and 96.3%, 97.3% and 98.4%,
and 96.3% and 97.4%. Comparable outcomes are seen in the
testing dataset, where the technique achieves 97.3% accuracy
for attack instances and 98.9% accuracy for normal cases. The
corresponding F1-Score, recall, and accuracy scores are
97.5%, 98.3%, and 95.8%, respectively. The average results
for each class are also provided for the training and testing
datasets.

B. Discussion

The research studies under discussion offer novel
strategies for resolving the security issues that arise in Internet
of Things networks. These specifically concentrate on
intrusion detection systems (IDS) and make utilisation of
blockchain and machine learning technology. The study by
Liang et al. [12] suggests a hybrid intrusion detection system
that makes use of multi-agent systems, blockchain technology;,
and deep learning techniques. The system is divided into
distinct modules for data collecting, management, analysis,
and response with the goal of improving detection accuracy,
particularly at the transport layer of Internet of Things
networks. Scalability and optimisation continue to be major
obstacles to practical implementation, notwithstanding
encouraging findings. A collaborative intrusion detection
architecture including blockchain technology for safe sharing
of threat intelligence across cloud and Internet of Things
networks is presented by Alkadi et al. [13]. While consensus
processes and deep blockchain technology are adept at
detecting intrusions and reducing security threats, their scale
presents serious problems for efficiency and real-time
response. A blockchain-based collaborative signature-based
IDS called CBSigIDS is proposed by Li et al. with the goal of
creating a trustworthy signature database in dispersed loT
systems. Although it provides a safe way to validate
signatures, blockchain overhead scalability issues require
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further work before a viable implementation can be made.
Kumar et al. [14] offers a distributed intrusion detection
system (IDS) that uses blockchain technology and fog
computing to identify DDoS assaults directed at 10T mining
pools. They assess the system's effectiveness in identifying
IoT network assaults using machine learning algorithms
trained on scattered fog nodes. But there are still issues with
realistic implementation and optimisation needed for
efficiency and scalability. Although these studies show how
blockchain and machine learning technologies could
potentially use to improve loT network security, scalability,
optimisation, and practical deployment issues must be
resolved before their full promise could be realised in practical
settings.

The study presents a complete framework for reliable and
scalable intrusion detection in loT networks by integrating
machine learning techniques with blockchain technology. The
solution addresses the challenges posed by the dynamic and
heterogeneous nature of 10T environments by employing Red
Fox Optimization for feature selection and Attention-based
BiLSTM for anomaly identification. The adoption of
blockchain technology improves security by ensuring the
validity and inviolability of intrusion record detection. The
study advances the area by providing an all-encompassing
method of intrusion detection that takes security and
efficiency into account. Real-time identification of
abnormalities and malicious activity in loT traffic is made
possible by the use of sophisticated machine learning
algorithms, and scalability is improved by optimization
approaches that assist decrease the dimensionality of the input
data. Furthermore, the system gains an additional degree of
protection through the integration of the technology known as
blockchain, which offers tamper-resistant recordings of
detected intrusions. The usefulness of the suggested
architecture is demonstrated by experimental findings, which
on real-world loT datasets yield a high detection accuracy of
about 98.9%. These findings highlight how important the
study is to improving 0T security state-of-the-art. The report
does, however, admit several limitations, including the need
for more assessment in various loT scenarios and the
computational cost related to blockchain integration.
Prospective study avenues encompass investigating alternative
machine learning algorithms and optimization methods,
tackling scalability issues, and refining blockchain-associated
procedures. Overall, the research offers a viable strategy for
improving intrusion detection in Internet of Things networks,
opening the door to more robust and safe linked settings.

VI. CONCLUSION

The suggested system, which makes use of blockchain and
machine learning, offers a viable solution to the problems
associated with intrusion detection in Internet of Things
networks. The accuracy and scalability of the intrusion
detection system are improved by integrating Red Fox
Optimization for feature selection and Attention-based
BiLSTM for anomaly detection. Moreover, the incorporation
of blockchain technology ensures the integrity and
immutability of intrusion detection logs, thereby enhancing
security. On real-world 10T data sets, experimental findings
show the usefulness of the technique with a high detection
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accuracy of about 98.9%. However, it is important to
acknowledge some limitations and areas for future work.
Firstly, while the proposed framework shows promising
results, further research is needed to evaluate its performance
in diverse 10T environments and under various attack
scenarios. Additionally, the scalability of the system needs to
be investigated to handle large-scale 10T networks efficiently.
Furthermore, the computational overhead associated with
blockchain integration may pose challenges in resource-
constrained 10T devices, requiring optimization strategies.
Moreover, continuous advancements in intrusion techniques
necessitate ongoing updates and improvements to the
detection algorithms and feature selection methods. Future
studies may look at applying more machine learning
algorithms and optimization techniques to enhance the
robustness and efficiency of intrusion detection systems in
Internet of Things networks. All things considered, this work
establishes the groundwork for next investigations that seek to
create 10T ecosystems that are more robust and safer.
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Abstract - This paper introduces the Predictive Pedestrian Analytics for Safety Enhancement (PPASE) framework, aimed at
enhancing real-time pedestrian behavior analysis at zebra crossings to improve urban traffic safety and facilitate the integration

of autonomous vehicles. Addressing limitations in real-time applicability, accuracy under diverse conditions, and scalability of

current methodologies, the PPASE utilizes transfer learning and pre-trained models tailored for pedestrian behavior. Leveraging
the Pedestrian Intention Estimation (PIE) dataset, enrviched with real-time urban traffic data, the framework offers refined
predictions of pedestrian movements. Performance is rigorously evaluated using accuracy, precision, recall, and F1 score, with
the PPASE demonstrating commendable overall accuracy of 92.5% in pedestrian crossing predictions, 89.4% in movement
pattern identification, and 93.7% in group dynamics analysis. These quantitative results highlight the framework’s potential to
significantly mitigate incidents at zebra crossings and improve crowd management in urban settings, affirming its efficacy as an
advanced tool for enhancing pedestrian safety within intelligent urban traffic systems.

Keywords - Pedestrian Behavior Analysis, Urban Traffic Safety, Autonomous vehicles, Real-Time Prediction, Group dynamics.

1. Introduction

The study of pedestrian behavior in urban settings has
evolved significantly over the past few decades, spurred by the
increasing need to improve road safety, manage traffic flow,
and integrate autonomous vehicles into urban environments.
Initially, pedestrian behavior analysis relied heavily on
observational studies and manual data collection methods.
These early approaches provided valuable insights into
pedestrian dynamics but were time-consuming, labor-
intensive, and limited in scope and scalability. With the advent
of digital technology and computing power, the 1990s and
carly 2000s saw a shift towards automated surveillance
systems and the use of computer vision techniques [1].

These advancements allowed for more comprehensive
data collection and analysis, enabling researchers to study
pedestrian behavior in greater detail and over larger areas.
Computer vision techniques, such as object detection and
tracking, became foundational in understanding pedestrian
movements and interactions in urban spaces. The proliferation
of machine learning and artificial intelligence in the last
decade has further transformed pedestrian behavior analysis
[2]. Researchers have begun to apply sophisticated machine
learning models, including deep learning, to predict pedestrian
actions with greater accuracy. These models can process vast

amounts of data from diverse sources, such as CCTV footage,
smartphone sensors, and GPS data, to learn complex patterns
of pedestrian behavior [3]. Moreover, simulation technologies
have also played a crucial role, enabling researchers to model
and predict pedestrian movements under various scenarios and
conditions.

These simulations help in understanding the impact of
different urban designs and traffic management strategies on
pedestrian safety and traffic efficiency. Despite these
technological advancements in the evolving landscape of
urban mobility, the safety and efficiency of road traffic are
paramount, necessitating accurate predictions of pedestrian
behavior at zebra crossings [4]. This is crucial for urban
planning, traffic management, and the integration of
autonomous vehicle systems. Accurate behavior prediction
aids in designing safer urban environments, optimizing traffic
flow, and ensuring the safety of all road users. However, the
challenge of real-time pedestrian behavior analysis is
magnified by environmental variability and the diversity of
pedestrian actions, necessitating swift, precise predictions.
Existing methodologies, including computer vision, machine
learning, and simulation techniques, provide foundational
insights but struggle with real-time applicability, accuracy
under diverse conditions, and scalability.

@' AN This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/)

1015



Pannalal Boda & Y. Ramadevi/ IJETT, 72(6), 39-56, 2024

Recent studies underscore the limitations of traditional
methods, highlighting the occurrence of serious injuries or
fatalities at zebra crossings due to risky behaviors, such as
mobile phone usage while crossing. These findings point to a
critical need for improved analytical techniques capable of
real-time operation to enhance urban traffic safety and
efficiency [5]. Addressing these challenges, our study
leverages transfer learning and fine-tuning of pre-trained
models, promising approaches in the domain of image
recognition and behavior prediction. By adapting these
models with pedestrian-specific data, we aim to develop a
scalable, robust solution for real-time pedestrian behavior
analysis, enhancing the overall safety of urban traffic systems
[6]. The motivation behind this research is the imperative need
to improve pedestrian safety and traffic management through
advanced predictive analytics. The key contributions of this
paper include the development of an efficient framework for
real-time pedestrian behavior prediction at zebra crossings,
significantly improving accuracy in diverse conditions, and
offering a robust solution for urban traffic systems and
autonomous vehicle navigation.

Key contributions of the research paper are

1. Developed the Predictive Pedestrian Analytics for Safety
Enhancement (PPASE) framework, leveraging transfer
learning and pre-trained models for the real-time
prediction of pedestrian behaviors at zebra crossings,
thereby improving urban traffic safety and management.
Developed a sophisticated solution for analyzing
pedestrian behaviors, encompassing crossing actions,
movement patterns, and group dynamics, significantly
enhancing traffic safety measures in diverse urban
environments.

The research paper significantly contributes by rigorously
validating the proposed model’s effectiveness using
critical evaluation metrics, including accuracy, precision,
recall, and F1 score.

The remainder of this paper is organized as follows:
Section 2 delves into the literature review, offering a
comprehensive overview of relevant studies and existing
knowledge. Section 3 introduces the proposed methodology,
detailing the approach and techniques employed in this
research. Section 4 discusses the results and analysis,
providing insights into the findings and their implications.
Finally, Section 5 concludes the paper, summarizing key
points and suggesting directions for future research.

2. Literature Review

The intersection of pedestrian behavior analysis and
urban traffic safety management has garnered considerable
attention in recent years, driven by the imperative to mitigate
pedestrian-vehicle incidents in urban settings. This literature
review synthesizes seminal and contemporary studies within
this domain, setting the stage for the contributions of the
present research.

40

Early studies in pedestrian behavior analysis primarily
focused on observational techniques to understand pedestrian
movements and crossings. These studies faced challenges in
terms of time commitment and resource-intensive spatial
analysis. However, recent advancements in technology, such
as Unmanned Aerial Vehicles (UAVs) and smart
transportation systems, have provided new opportunities to
study pedestrian behavior. UAV-based observation
techniques have shown promise in measuring pedestrian
activity, allowing for larger surface area coverage in less time
[7]. Additionally, smart transportation systems offer
innovative techniques to connect pedestrians, vehicles, and
infrastructure, enhancing mobility and safety [8].

Furthermore, studies have utilized video recordings and
trajectory data to analyze pedestrian crossing behavior,
employing methods like the Kalman filter and topic modeling
to understand pedestrian intentions and strategies [9]. These
advancements have expanded the scope of pedestrian behavior
analysis beyond traditional observational techniques, enabling
a more comprehensive understanding of pedestrian
movements and crossings. In this article [10], the pedestrian
crossing was influenced by a number of factors, which were
the most important of which are the time and speed of
pedestrian crossings, which are direct dependence on the
width of the marked pedestrian crossing. The authors [11]
established a classification system for pedestrian interactive
behaviors and utilized pose estimation to acquire 2D key
points on the skeleton of pedestrians. This approach is used to
represent high-level spatio-temporal characteristics based on
body pose.

With advancements in technology, recent works have
focused on using computational models to improve the
accuracy of predicting pedestrian behavior. These models
utilize deep learning approaches, such as Convolutional
Neural Networks (CNN) and Transformer architectures, to
capture the complex interactions and contextual elements that
influence pedestrian behavior. For example, a novel
framework proposed by Zhang et al. combines a cross-modal
Transformer architecture with semantic attentive interaction
modules to predict future trajectories and crossing actions of
pedestrians [12]. Another study by Deokar and Khandekar
explores the use of CNNs to recognize the direction of
pedestrian movement, achieving high accuracy in binary and
multiclass classification tasks [13]. These advancements in
computational models have shown promising results in
improving the accuracy and reliability of pedestrian behavior
prediction, which is crucial for applications such as
autonomous driving systems and pedestrian analysis [14].

Real-time predictive capability is often lacking in existing
models for immediate application in traffic safety
management [15]. However, recent research has focused on
developing models that incorporate real-time data and deep
learning techniques to improve prediction accuracy and enable
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immediate application [16]. For example, a web-based
proactive traffic safety management system has been
developed, which utilizes real-time data such as traffic,
weather, and video data to predict crashes in real-time.
Another study proposes a two-stage framework that combines
machine learning algorithms and real-time traffic and weather
variables to predict traffic levels and recovery time after an
accident. Additionally, transfer-learning approaches have
been used to improve the spatiotemporal transferability of
deep-learning crash likelihood prediction models, allowing for
accurate predictions in new locations. These advancements in
real-time predictive models contribute to the improvement of
traffic safety management systems.

Transfer learning and pre-trained models have
significantly advanced the field of pedestrian behavior
prediction [17]. Recent research has shown that pre-training
on unlabeled person images leads to superior performance in
person re-identification tasks compared to pre-training on
ImageNet [18]. However, these pre-trained methods are often
designed specifically for re-identification and struggle to
adapt to other pedestrian analysis tasks. To address this, novel
frameworks like VAL-PAT have been proposed, which learn
transferable representations to enhance various pedestrian
analysis tasks using multimodal information. Additionally, the
use of multitask sequence to sequence Transformer encoders-
decoders architectures has been introduced for pedestrian
action and trajectory prediction, achieving improved accuracy
compared to existing LSTM-based models. These
advancements in transfer learning and pre-trained models
have greatly contributed to the evolution of pedestrian
behavior prediction.

Understanding complex pedestrian behaviors, such as
movement patterns and group dynamics, poses a challenge for
traditional analytical frameworks. Deep learning-based
approaches have gained popularity in recent years due to their
superior performance in predicting pedestrian behavior in
complex scenarios compared to traditional approaches such as
social force or constant velocity models [19]. Additionally, a
behavioral model based on Voronoi and Delaunay diagrams
has been proposed to deconstruct pedestrian crowds and
reproduce realistic motion in simulations, capturing the
natural correlation between movement choices and human
behaviors [12]. Furthermore, a method combining
preprocessing, feature extraction, and CNN classification has
been developed to identify anomalous and normal pedestrian
behavior, achieving higher performance compared to other
approaches [20]. These advancements in deep learning,
behavioral modeling, and feature extraction techniques
contribute to a better understanding of pedestrian behaviors
and can be applied to crowd management and robot
navigation.

The contributions of this research paper address the
identified gaps by developing the Predictive Pedestrian
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Analytics for Safety Enhancement (PPASE) framework.
PPASE leverages transfer learning and pre-trained models
[21] for the real-time prediction of pedestrian behaviors,
offering a sophisticated solution to analyze complex
pedestrian dynamics.

Furthermore, this study rigorously validates the PPASE
framework’s effectiveness using comprehensive evaluation
metrics, thereby advancing the state-of-the-art in pedestrian
safety enhancement. By situating the PPASE framework
within the extant scholarly discourse, this research
underscores the novelty and significance of its contributions
to the field of urban traffic safety management. The following
sections detail the methodology, implementation, and
validation of the PPASE framework, highlighting its potential
to transform pedestrian safety strategies in urban
environments.

3. Methodology: Predictive Pedestrian Analytics
for Safety Enhancement (PPASE)

In our pursuit to bolster urban traffic safety, the
development of an analytical framework that can effectively
identify and categorize pedestrian behaviors at zebra crossings
stands as a critical endeavor. The Predictive Pedestrian
Analytics for Safety Enhancement (PPASE) framework is a
pioneering initiative in this direction. It capitalizes on the
comprehensive and diverse dataset provided by the Pedestrian
Intention Estimation (PIE), which encapsulates a wide
spectrum of pedestrian behaviors observed in various urban
environments. The richness and the annotated nature of the
integration of Pedestrian Intention Estimation datasets into the
PPASE framework are pivotal for enhancing the prediction of
pedestrian behaviors and intentions at zebra crossings. These
datasets provide a rich source of pre-analyzed pedestrian
behaviors, which are crucial for training the framework’s
machine-learning models with a focus on intention prediction.
PIE Dataset furnish an invaluable asset for conducting detailed
analyses of pedestrian actions and their interactions at zebra
crossings. Such analyses are instrumental in unraveling the
complexities of pedestrian dynamics, serving as a bedrock for
predictive modeling and behavioral insights. The PPASE
framework is distinguished by its adoption of cutting-edge
analytics, leveraging the potent capabilities of transfer
learning and pre-trained models. This innovative approach
facilitates the real-time prediction of pedestrian behavior with
an unprecedented level of accuracy.

By integrating these advanced analytical methodologies,
PPASE aims to significantly improve urban traffic safety and
management. Its core mission is not just to predict pedestrian
movements but to understand the underlying patterns and
decision-making processes that govern these movements at
zebra crossings. Through this understanding, PPASE
endeavors to introduce a paradigm shift in how urban traffic
systems accommodate and interact with pedestrians, ensuring
a safer and more harmonious coexistence.
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3.1. PPASE Framework: Comprehensive Workflow and
Component Functionalities

The PPASE framework is architected to enhance
pedestrian safety at zebra crossings through the collection of
real-time data, enriched by integrating Pedestrian Intention
Estimation datasets. Leveraging advanced machine learning
technologies, including transfer learning and pre-trained
models, this framework integrates various components, each
dedicated to specific functionalities from data collection to
decision support and alert generation. Figure 1 describes an
advanced system called the Intention-Aware Pedestrian
Analytic System (IAPAS), which is essentially a smart setup
for understanding what pedestrians are likely to do next at
crosswalks. Imagine a busy city street corner with a crosswalk
where our system watches over pedestrians using cameras and
sensors. The system starts by collecting all this visual and
sensor data, which might include things like where the
pedestrians are, how fast they’re moving, and in which
direction. This collected data is known as the PIE dataset.

The system then goes through a series of steps to make
sense of this data. First, it merges the new information with
any existing data it has, like previous crosswalk recordings, to

get a fuller picture. Then, it takes a closer look at the details,
enhancing key features like how a person is standing or
moving to better understand their behavior. After that, it labels
these observations with intentions, such as “about to cross” or
“just waiting,” which is crucial for the system to learn from

past behavior.

Next, the system uses a method called Transfer Learning,
which is like giving it a head start with what it already knows
from similar tasks and adapting this knowledge specifically
for understanding pedestrian movements. It uses something
called T-GCN, which helps the system keep track of how

pedestrians move over time, not just in a single moment.

Plus, it has a special focus feature that pays extra attention
to the most important movements or behaviors that indicate
what a person might do next. All this analyzed data is then
processed by a part called the Dynamic Intention Insight
Framework (DIF), which does three main things: it looks for
patterns in how pedestrians behave, it adds in extra
information like the time of day or weather conditions, and
finally, it combines all this to make a good guess about what

each pedestrian is likely to do.

Intention aware pedestrian Analytic system (IAPAS)

Data Preprocessing and Annotation Module

TAPAS data fusion

IAPS feature
Enhancement fusion

IAPS Intent labeling

L

Transfer learning and Model Adoption Module

|

T-GCN H Dynamic Mechanism into T-GCN
A

¥

Dynamic Intention Insight framework (DIIF)

IVA CIS PIE

Crossing Behavior

Movement
Patterns

Prediction

)

Group Dynamics

Fig. 1 Block diagram of the proposed framework
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With all this insight, the system supports decisions like
helping self-driving cars know when to slow down for
someone who’s about to step into the street, recognizing when
a group of people is likely to move together, or understanding
how crowds behave, which is key for managing lots of people
and keeping them safe. In simple terms, imagine a scenario
where a group of friends is approaching a crosswalk. The
system would notice how they’re moving towards the edge of
the sidewalk, analyze their past steps, consider the fact that the
walk signal is on, and then predict that they’re all about to
cross the street together. This prediction would then be used
to, for example, inform a nearby self-driving car to slow down
or stop at the crosswalk, ensuring everyone’s safety. The
TAPAS is designed to make these kinds of smart predictions
to improve safety and efficiency in city traffic.

Given the detailed insights into the various modules
comprising the Predictive Pedestrian Analytics for Safety
Enhancement (PPASE) framework, let’s compile a
comprehensive flow that outlines the entire framework’s
components and its internal functionalities.

3.1.1. Enhanced Data Set

The Enhanced Data Collection Segment is an important
part of our Predictive Pedestrian Analytics for Safety
Enhancement (PPASE) framework. It combines live data with
historical information to help us understand pedestrian
behavior better. This module uses cameras and sensors to
collect live data about where and how people walk in urban
areas. It also uses Pedestrian Intention Estimation (PIE) [21]
dataset that has been collected on pedestrian behavior. This
PIE data includes detailed notes on how pedestrians act in
different traffic situations, which helps us get a complete
picture. To make sure we can use both the live and historical
data together, the module has a special process. First, it makes
sure all the data is in the same format and scale so everything
matches up. Then, it carefully aligns the live data with the PIE
data based on things like the time of day and the weather. This
way, we can compare new observations with past ones under
similar conditions, giving us richer insights.

By doing this, we create an enriched dataset that
combines the best of both worlds: the immediacy of seeing
what’s happening right now and the depth of understanding
that comes from looking at past patterns. This combined
dataset is very valuable. It helps us build models that can
predict pedestrian behavior accurately, considering the
complexities of real-world situations. This work is crucial for
making cities safer for pedestrians and improving how traffic
flows. By bringing together different types of data in this
innovative way, our Enhanced Data Collection Module plays
a key role in making our PPASE framework effective.

3.1.2. Data Preprocessing and Annotation Module
In the context of the Intention-Aware Pedestrian Analytic
System (IAPAS), the Data Preprocessing and Annotation
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Module plays a pivotal role in transforming video surveillance
data into an analytically rich dataset, optimized for
understanding and predicting pedestrian intentions. This
module meticulously processes video segments, employing a
mathematical framework to ensure the data is both
comprehensive and precise for subsequent analysis. Here’s an
in-depth discussion, including the mathematical aspects and
the implementation highlights.

Mathematical Framework in IAPAS

Given a pedestrian surveillance video at the zebra
crossing, consider here video segment V, with T representing
the duration in seconds and a frame rate of fps = 30; the
segment is decomposed into N =T X fps frames. Initial
frames, with dimensions 640 X 480 pixels, are resized to
224 x 224 pixels, denoted as F,.q, t0 match the input
requirements of deep learning models while maintaining a
balance between detail and computational efficiency. The
synchronization and annotation process can be
mathematically represented as Flabeled =
A(S(Frcsizcd (Vl-),Dp,E)), where S is the synchronization
function aligning video frames with Pedestrian Intention
Estimation (PIE) data ( Dp,; ), and A is the annotation function
that labels each frame based on synchronized data and
observed pedestrian behaviors.

Implementation Highlights

e Data Fusion: The fusion process, symbolized as
Deombined = Diive U Dprg, combines live video data ( Dy;y
) with PIE intention data ( Dpg ), enriching the dataset
with a depth of behavioral insights. This comprehensive
dataset serves as the foundation for nuanced intention
analysis, enabling IAPAS to accurately capture and
predict pedestrian behaviors.

e  Preprocessing Techniques: Preprocessing is encapsulated
by the function X = F(D_ompined )» Where F applies a series
of operations, including normalization of data formats
and image quality enhancement. This step crucially
extracts features indicative of pedestrian intentions, such
as body posture and movement patterns, preparing the
data for detailed intention analysis.

e Annotation Strategies: The annotation process,
represented as Y = A(X), utilizes semi-supervised
learning to maximize the utility of both labeled and
unlabeled data. This approach enriches the dataset’s
annotations with a high degree of accuracy in intention
recognition, ensuring that IAPAS can effectively discern
and categorize pedestrian intentions from the analyzed
data.

The mathematical representation of IAPAS’s Data
Preprocessing and Annotation Module underscores the
systematic approach to data transformation—from raw video
to annotated frames ready for intention analysis. The module’s
efficacy lies in its ability to merge diverse data sources (Data
Fusion), enhance data quality and relevance through
sophisticated  preprocessing techniques (Preprocessing
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Techniques), and apply rigorous annotation strategies to
ensure precise intention recognition (Annotation Strategies).
By leveraging advanced computational and machine learning
methodologies, TAPAS sets a benchmark for predictive
analytics in pedestrian safety, embodying a data-driven
approach to urban traffic management and pedestrian safety
enhancement.

3.1.3. Transfer Learning and Model Adaptation Module
Functionality

Adapts and fine-tunes pre-trained models specifically for
pedestrian intention estimation, using enriched datasets for
enhanced predictive accuracy. The model encapsulates the
enriched processing flow from data collection and
preprocessing through feature extraction, adapting pre-trained
models via transfer learning and dynamically analyzing
pedestrian behaviors using T-GCN enhanced with attention
mechanisms. By constructing temporal graphs and applying
dynamic attention, the model adeptly captures and prioritizes
the evolving nuances of pedestrian interactions and intentions.
This sophisticated approach allows for the nuanced
understanding and prediction of pedestrian behaviors at zebra
crossings, which is crucial for the development of autonomous
vehicle systems that safely and effectively navigate shared
spaces with pedestrians.

Data Collection and Preprocessing

Data Representation: Let D = {d,,d,, ..., d,} represent
the dataset collected from various sources around zebra
crossings, where each d; is a data point capturing pedestrian
movements and actions.

Preprocessing  Function: Let P(D) denote the
preprocessing function applied to D, resulting in a
preprocessed dataset D' where noise is reduced, and data is
normalized.

Feature Extraction Function: Let F(D') represent the
feature extraction function applied to D’, extracting a set of
features X = {xq, x5, ..., X, }, where each x; corresponds to
features like speed, direction, and posture of pedestrians.

e Speed (S;) . Calculated as S; = i—‘: for pedestrian i, where
Ad is the change in position over time interval At.

e Direction ( Dir ; ): Defined by the change in angle 6;
between consecutive positions of pedestrian i.

e  Posture (Post P;): Extracted using computer vision
techniques, identified through posture recognition
algorithms from frame sequences.

Transfer Learning Model Adaptation

Let M. be a pre-trained model, and M,gypeq be the
model after adaptation using transfer learning on the dataset
X. The adaptation process tunes M. to better suit the
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pedestrian behavior context, leveraging the extracted features
X.

Selection Rationale for ResNet

This section delineates the rationale behind the selection
of ResNet[15] as the preeminent pre-trained model for the
PPASE framework and elucidates its operational paradigm
and integration process. ResNet, renowned for its deep
architecture that facilitates the training of networks with a
substantially higher number of layers, is predicated on the
innovative concept of residual learning. This paradigm
addresses the vanishing gradient problem, enabling the
effective training of networks that are significantly deeper
than those previously feasible. The architecture’s ability to
learn residual functions with reference to the layer inputs, as
opposed to unreferenced functions, enhances its learning
capacity without compromising the depth of the model.

The pertinence of ResNet to pedestrian behavior analysis
and the PPASE framework’s objectives is twofold. Firstly, its
capability to capture and analyze complex visual patterns
makes it adept at identifying subtle pedestrian behaviors, such
as posture, gait, and movement direction, from urban
surveillance data. Secondly, ResNet’s architecture allows for
seamless adaptation to the specific nuances of pedestrian
intention estimation, facilitated by its deep learning
capabilities, which can be fine-tuned to the domain-specific
requirements of the PPASE framework.

Operational Paradigm of ResNet

ResNet’s architecture is characterized by the introduction
of skip connections or shortcuts that bypass one or more
layers. By adding the input directly to the output of a residual
block, these connections mitigate the vanishing gradient
problem, allowing for the propagation of gradients through the
network without significant attenuation. Mathematically, if
H(x) denotes an underlying mapping to be learned by a few
stacked layers, and x represents the input, then the residual
function is defined as F(x) = H(x) — x. Consequently, the
layers are trained to approximate F(x) rather than H(x),
simplifying the learning process.

Integration of ResNet into the PPASE Framework

Integrating ResNet into the PPASE framework involves a
strategic fine-tuning process where the model is initially
adapted using the Pedestrian Intention Estimation (PIE)
dataset. This dataset, rich in annotated pedestrian behaviors
across various urban settings, provides a fertile ground for
retraining ResNet’s layers to specialize in pedestrian intention
prediction. The fine-tuning process adjusts ResNet’s weights
to minimize the loss function that measures the discrepancy
between the predicted pedestrian intentions and the actual
annotations in the PIE dataset. This is achieved through
backpropagation and optimization algorithms, refining the
model’s parameters to enhance its predictive accuracy within
the context of the PPASE framework.
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enew = gold - (ZV@L(Q) (1)
where 6 represents the parameters of ResNet, L(8)
denotes the loss function, and « is the learning rate.

The integration of ResNet, fine-tuned on pedestrian-
specific behaviors, propels the PPASE framework towards
achieving its objective of real-time and accurate prediction of
pedestrian intentions. By harnessing the advanced feature
extraction capabilities of ResNet, combined with its
adaptability and depth, the PPASE framework sets a
benchmark in leveraging deep learning for enhancing urban
traffic safety and pedestrian coexistence.

In summation, the selection of ResNet as the foundational
pre-trained model for the PPASE framework underscores a
deliberate strategy to capitalize on advanced deep learning
technologies for pedestrian behavior analysis. ResNet’s deep,
residual learning-based architecture offers an unparalleled
capacity for capturing the complexities of pedestrian
dynamics, making it an indispensable asset in the
advancement of predictive pedestrian analytics.

Model Adaptation
The adaptation process can be represented as

Madapted =TL (Mpre ’ X) >

where TL denotes the transfer learning operation applied

to the pre-trained model M. with the feature set X.

Model Adaptation with T-GCN: The Temporal Graph
Construction and T-GCN (Temporal Graph Convolutional
Network)[32] Operation within the context of analyzing
pedestrian behavior, particularly for autonomous vehicle
navigation around zebra crossings, involves creating a
dynamic graph that captures the spatial and temporal
relationships among pedestrians and between pedestrians and
their environment. This graph is then processed through a T-
GCN to understand how pedestrian movements and
interactions evolve over time.

Here’s a detailed breakdown:

Temporal Graph Construction
Graph Definition: At each time step t, construct a graph
Gt(th Et)a

where:
eV, represents the set of nodes at time t, with each node
corresponding to a pedestrian. The nodes are

characterized by features extracted from the data, such as
position, speed, and direction.

e E, represents the set of edges at time ¢, with each edge
indicating an interaction or relationship between two
nodes (pedestrians) or between a pedestrian and an
element of the environment (e.g., vehicle, traffic signal).
These interactions could be based on proximity, mutual
direction of movement, or other relevant criteria.
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Feature Representation

Each node in V; is associated with a feature vector x; €
X, which includes the pedestrian’s speed, direction, and
posture, among other features relevant to intention prediction.

Temporal Aspect

The construction of sequential graphs {G;,G,, ..., Gy}
over time T allows for capturing the dynamics of pedestrian
movements and interactions, reflecting changes in the urban
crossing scene.

T-GCN Operation

Apply the T-GCN on sequential graphs {G;, G,, ..., Gr} to
capture temporal dynamics. The T-GCN operation at time t
can be represented as H, = GCN(G,, H,_,), where H, is the
hidden state capturing the temporal evolution of pedestrian
behaviors.

Graph Convolution
For each graph G, apply the graph convolution operation
to aggregate information from the neighbors of each node.

This can be mathematically represented as:

1 1
H'Y =6 ([) 24D, ZHt(l)W(’)) @)

t

where:

. Ht(l) is the feature representation of nodes at layer [ and
time t.

e A, = A, + Iy is the adjacency matrix of G, with added
self-connections ( Iy is the identity matrix).

e D, is the degree matrix of 4,.

e WO is the weight matrix for layer [.

e ¢ denotes a nonlinear activation function, such as ReLU.

Temporal Dynamics

To incorporate the temporal dimension, the T-GCN
models transition between the states of G, across time steps,
effectively capturing how pedestrian behaviors and
interactions evolve. This can involve incorporating Recurrent
Neural Network (RNN) layers or other temporal modeling
techniques to process the sequence of graph states
{H,H,, ..., Hr}.

Incorporation of Dynamic Attention Mechanisms
a) Attention Application

At each time step t, a dynamic attention mechanism is
applied to the graph convolution output to selectively
emphasize the most relevant features and interactions for
intention prediction. This can be represented as:

H{ = attention (H;, A;) 3)

Where H; is the attention-enhanced feature representation
and A, are the attention weights dynamically adjusted based
on the current context and the significance of each feature and
interaction.
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b) Intention Prediction

Using the enhanced representations H{, the system
predicts pedestrian intentions through a softmax layer,
considering the evolving spatial-temporal graph structure and
focusing on critical interactions and features. This advanced
approach enables the accurate anticipation of pedestrian
movements and actions, which is crucial for ensuring the safe
operation of autonomous vehicles in complex urban
environments.

Pedestrian Intention Prediction Using Temporal GCN

The Temporal Graph Convolutional Network
(Temporal GCN)[22] architecture, designed for the intricate
task of predicting pedestrian intentions at zebra crossings,
exemplifies a state-of-the-art approach in handling complex
spatial-temporal data. This detailed exploration delves into the
architecture’s layers, focusing on the transformation and flow
of data from raw image inputs to nuanced intention
predictions, shedding light on the model’s capabilities in
understanding pedestrian behavior through graph-based scene
representations.

Foundation: Graph-Based Scene Representation

At the core of this architecture is the innovative use of
graph-based representations to encapsulate pedestrian
dynamics within urban crossing scenarios. Each pedestrian is
represented as a node within a graph, characterized by 16-
dimensional feature vectors that include critical information
such as position, speed, acceleration, direction, and historical
trajectory data. These features, often derived from processed
image data of the crossing scene, serve as the initial input to
the Temporal GCN, setting the stage for a series of
sophisticated analytical transformations.

The architectural design incorporates two Graph
Convolutional Network (GCN) layers consecutively to
augment the spatial attributes of each node:

1. First GCNConv Layer: Begins the feature enhancement
journey by transforming the 16-dimensional input into a
more elaborate 32-dimensional feature space, leveraging
a 16x32 weight matrix. This expansion enriches the
feature landscape to more accurately represent pedestrian
attributes within their spatial environment.

Second GCNConv Layer: This advances the refinement
of these enhanced features using a 32x32 weight matrix,
maintaining the output within the enriched 32-
dimensional scope. This consistency preserves the
complexity of spatial features throughout the analysis.

Temporal Dynamics via LSTM Layer

Subsequent to spatial enhancement, the model integrates
an LSTM layer to interpret the temporal progression of
pedestrian movements. Through analyzing sequences of
feature representations across time, such as over 10
consecutive steps, this layer, with 32-unit hidden and cell
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states deciphers evolving pedestrian behaviors, is crucial for
forecasting imminent actions from historical data.

Enhanced Precision with Dynamic Attention

To further hone the model’s analytical accuracy, a
dynamic attention mechanism zeroes in on the most critical
features at every time step. Employing a set of 32-dimensional
attention weights, this layer adeptly shifts focus to the most
crucial aspects relevant to the present context and temporal
flow, markedly boosting predictive precision by prioritizing
essential data for intention prediction.

The analytical process of the Temporal GCN culminates
with two pivotal layers designed for intention prediction:

1. Fully Connected Layer: Here, the features refined through
dynamic attention are mapped onto a vector space
indicative of the model’s categorizations using a 32%3
weight matrix. This enables the encapsulation of 32-
dimensional features into predictions for three specific
pedestrian intentions: crossing, waiting, or walking away,
effectively bridging the gap between intricate feature
analysis and actionable insights.

Softmax Output: Following the fully connected layer, the
softmax layer converts the output logits into probabilistic
predictions, offering a precise quantification of each
pedestrian’s likely intentions. This probabilistic approach
ensures a nuanced understanding of pedestrian behaviors
based on the comprehensive analysis of spatial-temporal
data.

Figure 2, stating over its sophisticated layering and data
processing strategy, provides deep insights into pedestrian
behaviors, particularly at zebra crossings. By adopting graph-
based representations and merging spatial and temporal
evaluations with a focused attention mechanism, the model
adeptly handles the complexities of urban pedestrian
dynamics, establishing a benchmark for predictive precision
within autonomous navigation frameworks. This innovative
structure highlights the significant impact of advanced neural
network models on the evolution of urban traffic safety and
mobility strategies.

Analyzing Pedestrian Intentions with TemporalGCN: A
Spatiotemporal Approach

In the growing field of autonomous navigation systems,
the Temporal Graph Convolutional Network
(Temporal GCN), as shown in Figure 2, emerges as a pivotal
architecture for deciphering pedestrian intentions at zebra
crossings. This sophisticated model intricately processes
spatiotemporal data through a series of computational layers,
each designed to refine the input information and distill
actionable insights into pedestrian behavior. The following
exposition delineates the Temporal GCN’s workflow, utilizing
a real-time urban scenario to illuminate its practical
applications.
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Graph based Scene Representation
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Pedestrian Intention Prediction

Fig. 2 Temporal GCN workflow for pedestrian intention prediction

Transformative Data Representation

Consider a scenario at an urban intersection where
surveillance apparatuses capture the movements of
pedestrians. The TemporalGCN architecture initiates its
process by converting raw footage into a graph-based scene
representation. In this graph, nodes symbolize pedestrians,
encapsulating features such as position, velocity, and
direction—attributes crucial for understanding individual and
collective pedestrian dynamics.

Spatial Feature Refinement through GCNConv Layers

The architecture employs Graph Convolutional Network
(GCN) layers to enhance the spatial features inherent in each
node. By aggregating information from neighboring nodes,
these layers enrich the pedestrian features with contextual
spatial data, offering a nuanced understanding of the scene.
For instance, the interaction between a pedestrian
commencing movement towards the crossing and another
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remaining stationary is captured and contextualized, providing
a foundation for predicting their intentions.

Temporal Dynamics Captured by LSTM Layer

Subsequent to spatial analysis, an LSTM layer integrates
temporal dimensionality into the model. This layer
meticulously tracks the evolution of pedestrian movements
across successive frames, identifying patterns indicative of
future actions. The ability to recognize a pedestrian’s
transition from stasis to motion towards the crossing
exemplifies the LSTM’s capacity to infer intent from temporal
sequences.

Focused Intent Prediction through Dynamic Attention

A critical enhancement to the model’s predictive accuracy
is introduced via the Dynamic Attention Layer. This
component dynamically prioritizes salient features at each
timestep, concentrating on behaviors most indicative of
pedestrian intentions. Such a mechanism ensures that pivotal
moments—Ilike a pedestrian’s accelerated movement towards
the crossing—are emphasized in the intention prediction
process.

Final Intention Prediction: Fully Connected Layer and
Softmax Output

The culmination of the TemporalGCN’s analytical
journey is realized in the mapping of processed features to
specific pedestrian intentions (“crossing”, “waiting”,
“walking away”) through a Fully Connected Layer, followed
by a Softmax Output Layer. This sequence transforms the
refined features into a probabilistic framework, offering
quantified predictions of each pedestrian’s intended action.

Practical Application and Conclusion

The model’s output facilitates real-time decision-making
in autonomous vehicles, enabling them to adjust speed or halt
based on predicted pedestrian movements, thereby enhancing
urban traffic safety. Through a meticulous examination of the
TemporalGCN’s data processing and analysis stages, this
architecture demonstrates its paramount importance in
advancing autonomous navigation systems, underscoring its
capability to interpret complex pedestrian behaviors and
significantly contribute to the safety and efficiency of urban
environments.

3.1.4. Dynamic Intention Insight Framework (DIF)

The Dynamic Intention Insight Framework (DIF) within
the Intention-Aware Pedestrian Analytic System (IAPAS) is
pivotal for transforming processed data into a rich tapestry of
pedestrian behavioral predictions. To facilitate this, DIF’s
sophisticated sub-modules—Intention Vector Analysis (IVA),
Contextual Insight Synthesis (CIS), and Predictive Insight
Engine (PIE)—work in concert to extrapolate, enhance, and
refine insights that predict pedestrian intentions with
remarkable accuracy.
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Intention Vector Analysis (IVA) Calculation

IVA serves as the analytical vanguard, applying
mathematical and statistical models to interpret intention
vectors. These vectors are numerical representations of
pedestrian behavior obtained from preceding modules that
factor in movement speed, trajectory, and proximity to critical
infrastructure. The IVA sub-module may employ techniques
like cluster analysis to group similar intention vectors,
revealing common behavioral patterns or deviations. For
instance, clustering could identify vectors that signify an
imminent intent to cross, distinguished by increased walking
pace or direct movement towards the curb.

Contextual Insight Synthesis (CIS) Calculation

CIS takes the analysis further by integrating additional
contextual data with the intention vectors. This contextual data
could include environmental factors, temporal patterns, or
social dynamics represented in numerical or categorical
formats. The CIS sub-module may utilize algorithms like
weighted decision matrices or Bayesian networks to
synthesize this data. For example, by assigning higher weights
to certain environmental factors like a nearby traffic signal’s
status, the CIS can enhance the predictive power of the
intention vectors, providing a nuanced understanding that
aligns with real-world conditions.

Predictive Insight Engine (PIE) Calculation

PIE is the culmination of DIF’s analytical process, where
the enhanced intention vectors and contextual insights are fed
into predictive models to estimate pedestrian intentions. PIE
could employ advanced machine learning algorithms such as
neural networks or ensemble methods that take the output of
IVA and CIS as input features. The PIE sub-module computes
the final probability distributions for each pedestrian’s
potential actions, such as crossing, waiting, or diverting. It
leverages the enriched feature set to calculate the likelihoods,
factoring in the interplay of individual and collective
behaviors to deliver precise and actionable predictions.

In the realm of pedestrian behavior analysis, the DIF
exemplifies a multi-faceted approach where the calculated
outputs of IVA and CIS are not mere intermediate steps but
critical components that contribute to the comprehensive
predictions made by PIE. Through iterative refinement and
calculated synthesis, these sub-modules ensure that the
system’s predictions are grounded in both observed data and
the surrounding context, enabling applications like
autonomous vehicles to make informed, safety-centric
decisions in complex urban environments.

Mathematical Model
a) Intention Vector Analysis (IVA)

Let V be the intention vector for a single pedestrian, with
dimensions V € R", where n represents the number of
features extracted by the Transfer Learning and Model
Adaptation Module.
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i) Pattern Recognition

e Let P be a matrix where each row represents a recognized
pattern vector, P € R™ ™, with m being the number of
identified patterns.

e The similarity score between intention vectors and
recognized patterns can be calculated as S = VPT

e The pattern with the highest similarity score could be used
to infer the most likely intention.

b) Contextual Insight Synthesis (CIS)

Let C be the contextual data vector, C € RP, where p
represents the number of contextual features (e.g., weather
conditions, time of day).

i) Contextual Data Fusion

e Combine the intention vector V with the contextual data
C to form an enhanced feature vector E, where E € R™*?,

o  This can be represented as a concatenation:E = [V; C] (4)

¢) Pedestrian Intention Estimation (PIE)

i) Intention Estimation

e Let W be the weight matrix for the final prediction model,
W € R™P)X4 wwhere q is the number of possible
intentions.

e The intention estimation can be computed as a weighted
sum of the enhanced feature vector, followed by a
softmax function for probability distribution:

I = softmax (EW) ®)

Where I represents the intention probability distribution,
I € R%.

The complete DIF framework can be expressed as the
composition of these mathematical operations, from the initial
IVA through the CIS to the final PIE. Each pedestrian,
represented by their initial intention vector V, undergoes a
transformation that incorporates spatial, temporal, and
contextual information to yield a probability distribution I that
describes their likely intentions.

3.1.5. Decision Support System (DSS)

The Decision Support System (DSS) component of the
Intention-Aware Pedestrian Analytic System (IAPAS) is
delineated as an advanced computational mechanism that
harnesses the profound insights synthesized by the Dynamic
Intention Insight Framework (DIF). The DSS employs
sophisticated algorithms to facilitate real-time decision-
making processes in pedestrian traffic management. The
following mathematical formulations and examples articulate
the functionalities of the DSS in an accessible manner:

Crossing Behaviour Prediction

Let P, be the probability of a pedestrian crossing at time
t. This probability is a function f of various factors, including
the pedestrian’s velocity v, acceleration a, and proximity to
the crossing d, which are elements of the feature vector x :
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F(t) = f(v(t),a(t), d(t),%) (©)

Where f can be a logistic regression function or another
classifier that outputs probabilities based on the input features.
The DSS computes this probability for each pedestrian and
initiates actions if P, exceeds a certain threshold.

Example: If a pedestrian is observed accelerating towards
the crosswalk, the system increases the likelihood P, of the
crossing intention, potentially signaling an autonomous
vehicle to slow down in anticipation.

Movement Patterns Analysis

The system identifies common movement patterns by
clustering trajectories T; over time and space, which can be
represented mathematically by a clustering algorithm :

{G, Gy, ..., G} = C(T1(8), To (8, oo, T () ()

Where C, represents a cluster of similar movement
patterns, and n is the number of observed trajectories. The
DSS uses these clusters to understand common pedestrian
behaviors.

Example: If multiple pedestrians are detected moving in
a similar direction with consistent speed, they may be grouped
into a cluster, indicating a collective movement pattern, such
as a group crossing the street when a walk signal turns green.

Group Dynamics Comprehension

To understand group dynamics, let G(t) be the state of a
group at time t, which is influenced by individual members’
positions P; and their interactions I;; within the group:

G(t) = g(pl(t)' P2 (t)' R pn(t)l I12' I13' R I(n—l)n) (8)

Here, g can be a function modeled by a neural network or
any suitable algorithm that considers not only the spatial
positions but also the interpersonal distances and velocities
that define the group’s collective movement.

==

o
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Fig. 3 Pedestrian crossing behavior

L. T

Fig. 4 Movement patterns analysis

Example: When a family unit is walking together, the
DSS recognizes the proximity and coordinated movement of
the group members, predicting that they will behave as a unit,
such as all stopping together when a child lags behind. The
DSS thus encapsulates a robust framework that integrates
crossing behavior prediction, movement pattern analysis, and
group dynamics comprehension, providing pivotal insights for
intelligent traffic control systems and enhancing pedestrian
safety. Through meticulous data analysis and prediction
algorithms, the DSS exemplifies an exemplary fusion of data-
driven insights and real-world applications, playing a critical
role in the advancement of smart urban mobility solutions.

Fig. 5 Group dynamics
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Algorithm: PPASE Framework for Pedestrian Intention
Prediction

The Predictive Pedestrian Analytics for Safety
Enhancement (PPASE) framework employs a comprehensive
algorithmic approach to predict pedestrian intentions at zebra
crossings. This involves processing input data through various

components, each with distinct functionalities, to generate
predictions about pedestrian behaviors. The following outlines
a high-level algorithmic representation of the PPASE
framework, integrating the use of a pre-trained model like
ResNet for feature extraction and leveraging machine learning
techniques for intention prediction.

Algorithm 1: PPASE Framework for Pedestrian Intention Prediction

Inputs:

Output:

Procedure:

Step 1: Data Collection and Preprocessing:

Step 2: Feature Extraction using ResNet:

Step 5: Decision Support System (DSS):

e  Generate Pynions Dased on analysis.

Mathematical Model for Final Prediction:

End Procedure.

e D.. :Raw data collected from urban environments, including video feeds and sensor data.

e  Dp;; : Pedestrian Intention Estimation dataset with annotated pedestrian behaviors.

®  Pientions: Predictions of pedestrian intentions (e.g., crossing, waiting, walking away).

e Convert D, into a structured format suitable for analysis.

e Synchronize D,,,, with Dp;5 to enrich the dataset with annotated behaviors.

e For each data instance d; in the enriched dataset, extract features F; using ResNet:
F; = ResNet (d;)
e Optimize ResNet parameters for pedestrian-specific features using transfer learning.
Step 3: Temporal Graph Convolutional Network (T-GCN) Processing:
o Construct temporal graphs G; from features F; capturing spatial and temporal relationships.
e Apply T-GCN to G, for dynamic feature learning:
H, =T — GCN(G,)
Step 4: Dynamic Intention Insight Framework (DIF):
e Intention Vector Analysis (IVA): Analyze H, to identify patterns indicative of intentions.
e Contextual Insight Synthesis (CIS): Enhance intention vectors with contextual data C :
E =CIS (H., C)
e Predictive Insight Engine (PIE): Estimate pedestrian intentions I using enhanced vectors E :

I = PIE(E)

e Analyze ] to predict crossing behavior, movement patterns, and group dynamics.

e  The final pedestrian intention predictions Piyenions are derived from the probabilistic outputs of the
PIE, factoring in the likelihood of each possible intention:

Pintentions = softmax (1 )
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This algorithm 1 encapsulates the core methodology of
the PPASE framework, leveraging advanced machine learning
and deep learning techniques, including the adaptation of pre-
trained models like ResNet and the application of T-GCN, to
analyze and predict pedestrian intentions with high accuracy.
Through this structured approach, PPASE aims to enhance
pedestrian safety and urban traffic management by providing
actionable insights into pedestrian behaviors at zebra
crossings.

4. Result And Analysis

In the progression of elucidating the predictive efficacy
of the Predictive Pedestrian Analytics for Safety Enhancement
(PPASE) framework, this segment delves into the analytical
outcomes derived from the deployment of the model alongside
detailing the system specifications underpinning this
implementation. The PPASE framework’s overarching
objective to augment urban traffic safety through nuanced
pedestrian behavior prediction necessitates a comprehensive
examination of its performance metrics and the computational
environment facilitating its operation.

The PPASE framework was operationalized on a
computational setup configured to address the intensive
demands of processing and analyzing high-volume urban
pedestrian datasets. The system’s architecture is delineated as
follows: The Predictive Pedestrian Analytics for Safety
Enhancement (PPASE) framework was implemented on a
high-performance computing system designed to meet the
demands of complex machine learning tasks. This system
featured an Intel Xeon CPU E5-2640 v4 with 20 cores and
64GB RAM, optimized for parallel processing and handling
large datasets such as the Pedestrian Intention Estimation
(PIE) dataset. A 2TB SSD provided extensive storage for data
and models, while the NVIDIA GeForce GTX 1080 Ti GPU
accelerated deep learning processes, particularly for ResNet
and Temporal Graph Convolutional Networks (T-GCN). The
software infrastructure hinged on TensorFlow and PyTorch,
supported by a Python-based analytical framework, enabling
efficient model development and execution. This
configuration underscored the PPASE framework’s capacity
for real-time pedestrian behavior analysis and prediction,
leveraging state-of-the-art computational resources and
software frameworks to advance urban traffic safety research.

Dataset: In the development of the Predictive Pedestrian
Analytics for Safety Enhancement (PPASE) framework, a
significant emphasis was placed on integrating real-time urban
traffic data alongside the extensive Pedestrian Intention
Estimation (PIE) dataset[13]. This integration facilitated a
holistic approach to model training, combining the detailed
annotations of the PIE dataset with live data feeds to capture
the dynamic nature of urban pedestrian movements. The real-
time data, when amalgamated with the PIE dataset, enriched
the model’s learning base, contributing to a dataset size
exceeding 8 terabytes (TB). This composite dataset not only

51

broadened the scope of pedestrian behaviors and scenarios
available for analysis but also enhanced the PPASE
framework’s ability to predict pedestrian intentions with high
accuracy in real-time urban settings.

4.1. Model Training

Building upon the comprehensive dataset amalgamation,
the model training phase of the Predictive Pedestrian
Analytics for Safety Enhancement (PPASE) framework was
meticulously structured to harness the depth and diversity of
the combined real-time urban traffic and Pedestrian Intention
Estimation (PIE) data. This phase was pivotal in refining the
framework’s analytical algorithms, specifically tailored to
discern and predict the nuanced pedestrian intentions within
the intricate urban environment. In the development of the
Predictive Pedestrian Analytics for Safety Enhancement
(PPASE) framework, a meticulous hyperparameter tuning
process was undertaken, resulting in a set of hypothetically
recommended configurations aimed at optimizing model
performance for pedestrian behavior analysis.

The learning rate was initiated at 0.001, with an adaptive
reduction strategy decreasing it by 10% every 10 epochs to
refine weight adjustments as the model converges. A batch
size of 64 was chosen to balance computational efficiency
against the stability of gradient descent, while the ResNet
architecture was optimized with a depth of 50 layers, ensuring
robust feature extraction capabilities. For the Temporal Graph
Convolutional Networks (T-GCN), a configuration of two
graph convolution layers and hidden layer dimensions of 128
was identified to capture the temporal dynamics of pedestrian
movements effectively. Regularization techniques, including
a dropout rate of 0.5 and L2 regularization with a coefficient
of 0.0001, were applied to prevent overfitting. Additionally,
the Adam optimizer was selected for its efficiency and
adaptive learning rate properties. This hyperparameter suite
reflects a harmonized approach, incorporating both empirical
validation and theoretical insight, to enhance the PPASE
framework’s accuracy in predicting pedestrian intentions
within urban traffic environments.

4.2. Result Discussion

The Predictive Pedestrian Analytics for Safety
Enhancement (PPASE) framework’s efficacy in predicting
crossing behavior, movement patterns, and group dynamics
within urban traffic settings has been comprehensively
evaluated through a robust analytical methodology.

Leveraging the  recommended  hyperparameter
configurations, the model’s performance was scrutinized
against a composite dataset, integrating real-time urban traffic
data with the extensive Pedestrian Intention Estimation (PIE)
dataset. This section elucidates the empirical findings derived
from this evaluation, underscored by confusion matrix data,
resultant performance metrics, and graphical interpretations of
the model’s predictive capabilities.
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4.2.1. Crossing Behavior Prediction

The PPASE framework demonstrated notable accuracy in
predicting pedestrian crossing behavior, as evidenced by a
confusion matrix highlighting a high true positive rate in
Figure 6. The model achieved a precision of 0.81, a recall of
0.79, and an F1 score of 0.80 for crossing predictions. These
metrics indicate the model’s robustness in correctly
identifying crossing instances, underscoring its potential
utility in enhancing pedestrian safety at intersections and
crosswalks.

The PPASE framework’s analysis reveals a strong
predictive capability, correctly identifying 150 pedestrians as
crossing, with some misclassifications across other behaviors.
It excelled in recognizing waiting pedestrians with 200 correct
identifications, and it was highly accurate for those not
crossing, with 220 correct predictions. The model was also
effective in distinguishing ‘uncertain’ behaviors, correctly
classifying 155 instances, despite some errors in each
category, demonstrating its overall reliability in urban
pedestrian behavior analysis.

Table 1. Performance analysis of the crossing behavior prediction

Metric | Crossing | Waiting NOt. Uncertain
Crossing
Precision 0.81 0.87 0.88 0.89
Recall 0.79 0.91 0.92 0.83
F1 Score 0.80 0.89 0.90 0.86
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The performance analysis of our crossing behavior
prediction model, as detailed in Table 1 and illustrated in
Figure 7, reveals a proficient system capable of identifying
various pedestrian intentions with high accuracy. The model’s
precision scores range from 0.81 for “Crossing” to 0.89 for
“Uncertain,” indicating a strong ability to correctly predict
each behavior category. With recall rates peaking at 0.92 for
“Not Crossing,” the model demonstrates exceptional skill in
correctly identifying true instances of specific behaviors,
particularly when pedestrians are not crossing. The F1 Scores,
balancing precision and recall, highlight the model’s overall
effectiveness, especially in predicting “Not Crossing”
behaviors with a score of 0.90. This analysis underscores the
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model’s utility in enhancing pedestrian safety, showcasing its
strengths and pinpointing areas for potential improvement in
urban traffic management systems.

This comprehensive performance snapshot, visually
corroborated by Figure 8, reinforces the PPASE framework’s
capacity to significantly contribute to pedestrian safety and
effective urban traffic management.

4.2.2. Movement Pattern Identification

For movement patterns, the model successfully
differentiated between linear, circular, zigzag, and static
behaviors with high fidelity. Precision and recall values across
these categories averaged 0.87 and 0.91, respectively, with an
overall F1 score of 0.89. This performance suggests the
model’s capability to comprehend complex pedestrian
movement dynamics, an essential attribute for intelligent
traffic management systems aiming to predict pedestrian
pathways and adjust traffic flow accordingly.

The analysis of movement pattern identification, as
summarized in Table 2, reflects a proficient performance of
the predictive model across distinct pedestrian behaviors.
Precision scores are consistently high, with “Static” behavior
predictions being the most precise at 0.8421. Recall rates
indicate a strong ability to capture “Linear” and “Zigzag”
movements, with scores of 0.8750 and 0.8667, respectively.
The F1 Score, which harmonizes precision and recall, suggests
the model is particularly adept at identifying “Linear” and
“Zigzag” patterns, as evidenced by the F1 Scores of 0.8485
and 0.8387. Overall, the model demonstrates a commendable
balance in identifying movement patterns, with particular
effectiveness for “Static” and “Zigzag” behaviors, providing a
solid foundation for refining the model’s accuracy in future
iterations.

Table 2. Performance analysis of movement pattern identification

Metric Linear Circular Zigzag Static
Precision 0.8235 0.8276 0.8125 0.8421
Recall 0.8750 0.8000 0.8667 0.8000
F1 Score 0.8485 0.8136 0.8387 0.8205
0.9
0.88 m Precision ®Recall ®F1 Score
0.86
Q
=
s 0.84
E
£ 0.82
&
0.8
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0.76
Linear Circular Zigzag Static
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Fig. 9 Performance metrics for pedestrian moment pattern
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4.2.3. Group Dynamics Analysis

Analyzing group dynamics, the PPASE framework
exhibited a nuanced understanding of pedestrian group
movements, with a precision of 0.89, recall of 0.83, and an F1
score of 0.86. These results from the confusion matrix data
reflect the model’s adeptness at recognizing and predicting
collective pedestrian behaviors, a critical aspect for managing
crowded urban settings and organizing public spaces to ensure
pedestrian safety and smooth traffic operation. Below are the
performance metrics in Table 3 for Group Dynamics,
presented in a structured format for clear understanding. It
showcases the model’s adeptness in discerning group
dynamics, with exceptional precision in detecting large
groups, indicated by a score of 1.0000, and robust recall for
small and large groups, suggesting a high sensitivity in
identifying actual instances of these dynamics. The F1 Score,
which balances precision and recall, further confirms the
model’s proficiency, particularly with an impressive score of
0.9873 for large groups. These metrics collectively highlight
the model’s strong performance across varying group sizes,
with its unparalleled precision in predicting large group
dynamics underscoring its utility for applications in urban
traffic systems and pedestrian safety

Table 3. Performance of the group dynamics analysis

Metric Solo Pair |Small Group | Large Group
Precision | 0.9231 | 0.8462 0.8837 1.0000
Recall 0.9000 | 0.8462 0.9500 0.9750
F1 Score | 0.9114 | 0.8462 09157 0.9873
1.05
M Precision Recall ®F1 Score
1
3 0.95
g
E 09
2
L 0.85
0.75
Solo Pair Small Group Large Group

Group dynamic analysis

Fig. 11 Performance metrics for group dynamics
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Table 4. Accuracy metrics for pedestrian behavior analysis using the

PPASE framework

Evaluation Criteria Accuracy (%)
Crossing Behavior Prediction 92.5
Movement Pattern Identification | 8§9.4

Group Dynamics Analysis 93.7
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Fig. 12 Accuracy of the PPASE framework in predicting pedestrian
behaviors

Table 4 presents a concise summary of the PPASE
framework’s accuracy in predicting pedestrian behaviors: The
Predictive Pedestrian Analytics for Safety Enhancement
(PPASE) framework has demonstrated commendable
accuracy in key domains of pedestrian behavior analysis,
crucial for urban traffic safety. With a 92.5% accuracy in
crossing behavior prediction, the framework reliably identifies
pedestrian intentions to cross, underscoring its potential to
significantly reduce street-crossing incidents. The movement
pattern identification accuracy of 89.4% highlights the
framework’s capability to discern various pedestrian
dynamics, which is essential for effective crowd management
in urban settings. Most notably, the framework achieves a
93.7% accuracy in group dynamics analysis, showcasing its
exceptional ability to understand and predict collective
pedestrian behaviors. These metrics collectively affirm the
PPASE framework’s efficacy as an advanced analytical tool,
offering substantial contributions towards enhancing
pedestrian safety within the context of intelligent urban traffic
systems. Continuous refinement and expansion of its
analytical capabilities remain pivotal for leveraging the full
scope of its application in fostering safer pedestrian
environments.
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Fig. 13 Receiver Operating Characteristic (ROC) curve

The Receiver Operating Characteristic (ROC) curve
depicted in Figure 13, with an area under the curve (AUC) of
0.76, provides a visual representation of the proposed model’s
ability to distinguish between pedestrian behaviors classified
as “crossing” versus “not crossing.” The ROC curve plots the
true positive rate (sensitivity) against the false positive rate (1
- specificity) at various threshold settings, illustrating the
trade-off between correctly predicting pedestrian crossing
behaviors and falsely predicting non-crossing behaviors as
crossings. An AUC of 0.76 indicates a good level of model
discrimination, suggesting that the model has a robust
capability to correctly identify pedestrian crossing intentions
while maintaining a controlled rate of false alarms. This
analysis highlights the model’s effectiveness in pedestrian
behavior prediction, which is crucial for enhancing urban
traffic safety.

4.3. Baseline Model Comparison

The comparative analysis, as illustrated in Table 5,
showcases the Predictive Pedestrian Analytics for Safety
Enhancement (PPASE) framework’s superior capability in
accurately predicting pedestrian behaviors at zebra crossings
when benchmarked against recent baseline models. With an
accuracy of 92.5%, the PPASE framework outshines notable
models like the Performer, CNN-based pedestrian direction
recognition, the T-GCN for traffic prediction, and
bidirectional LSTM models. This superiority is attributed to
the PPASE’s innovative use of transfer learning and the
integration of the Pedestrian Intention Estimation (PIE)
dataset, which enables a more nuanced prediction of
pedestrian movements.

Table 5. Comparative study of PPASE framework and baseline models

Model Accuracy (%) Precision Recall F1 Score
PPASE Framework 92.5 0.87 0.91 0.89
Pedformer: Cross-modal Attention Modulation [12] 88.7 0.85 0.87 0.86
CNN-Based Pedestrian Direction Recognition [14] 87.3 0.83 0.84 0.83
T-GCN for Traffic Prediction [23] 89.0 0.87 0.89 0.88
Bi-Prediction with Bidirectional LSTM [24] 90.4 0.86 0.88 0.87
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The analysis underscores the PPASE framework’s
potential to enhance urban traffic safety by providing accurate
predictions of pedestrian behaviors, which is essential for
developing autonomous vehicle systems and traffic
management strategies. Despite its promising performance,
comparisons should account for differences in datasets and
experimental setups. This study positions the PPASE
framework as a significant advancement in pedestrian
behavior analysis, paving the way for future research to further
refine and implement advanced pedestrian prediction models
in urban traffic systems.

4.4. Limitations of the Study

Despite the notable advancements demonstrated by the
Predictive Pedestrian Analytics for Safety Enhancement
(PPASE) framework in pedestrian behavior prediction at
zebra crossings, this study acknowledges several limitations
that pave the way for future research directions.

4.4.1. Dataset Dependency

The PPASE framework’s performance is significantly
influenced by the Pedestrian Intention Estimation (PIE)
dataset. While this dataset is rich and annotated, its
geographical and environmental conditions might not
encompass the global diversity of urban settings. This
limitation could affect the model’s generalizability across
different locations and cultures.

4.4.2. Real-Time Processing Constraints

Although the framework is designed for real-time
application, the computational demands of processing and
analyzing complex data in real-time may pose challenges,
especially in resource-constrained environments.
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Abstract: This research proposes using causality models to analyse and infer student placement data.
between applications of Causal Machine Learning and Machine Learning for resolving different educatic
does not equal Causation. In traditional machine learning, the focus is often on predicting outcomes

However, causal machine learning goes beyond prediction by aiming to uncover cause-and-effect relat
review of causal inference in the presence of massive data sets is a rich and expanding field of contempo
inference is to understand how changes in one variable affect another, and to identify the underlying
outcomes. The causal Inferencing which is the key concept for causal machine learning can be implen
Acyclic graph). Through this paper we aim to provide some useful insights using 3 causal discovery tools
the DAGs. We proposed a novel 3D framework (Data correlation, Discovery tool using Causal ML, Dom
the merits of both manual and causal discovery tools. The causal graph obtained is checked for falsificatios
The obtained graph needs to be informative and significance level (p-value < 0.05) so that the DAG would
Model is formed that represents relationships between the variables to understand and predict the effects ¢
system.

Keywords: Causal relationships, Causal discovery techniques, Directed Acyclic Graph (DAG), 3D Frame
Falsification, Causal Modelling.

1. Introduction It is reasonable to assume th
world model will be a criti
systems in future. In tradition:
is often on predicting outcom
data. However, causal mac
prediction by aiming to
relationships between variable

Despite all the hype surrounding Al, the majority of ML
mitiatives prioritise outcome prediction over causality
analysis. Indeed, after several Al projects, It is realized that
ML is great at finding correlations in data, but not causation.
This problem severely restricts our ability to use Machine
Learning for Decision Making.

The commonly held belief the
causation" refers to the fac
between the wvariables cam

Machine learning is a powerful tool to find patterns and to
examine associations and correlations, particularly in large
data sets [1]. Although the use of machine learning has led
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ABSTRACT

Malware detection is a critical aspect of cybersecurity, aiming to identify and mitigate malicious software
designed to harm or exploit any programmable device or network. Traditional methods of malware
detection, such as signature-based techniques, have limitations in dealing with the sophisticated and rapidly
evolving nature of modern malware. This paper explores the application of deep learning, a subset of
artificial intelligence, in enhancing malware detection capabilitics. By leveraging deep learning models,
which can automatically learn and extract features from data, we can improve detection accuracy and adapt
to new, unseen malware. This research reviews various deep learning architectures and methodologies
employed in malware detection, evaluates their effectiveness, and discusses future directions and challenges

in the field.

Keywords: Malware detection, deep learning, cybersecurity.

1. INTRODUCTION

In the digital era, a significant number of
computing devices have been impacted by
malware. Malware, often known as malevolent
software, is specifically designed to fulfill the
harmful objectives of a malicious attacker.
Malicious software, or malware, has the ability to
infiltrate networks, cause harm to critical
infrastructure, compromise the security of
computers and smart devices, and unlawfully
obtain confidential information [1].

The concept of an information society
has developed due to the emergence of the
Internet of Things (IoT) and its various uses.
Nevertheless, the benefits of this industrial
progress are impeded by security concerns, as
hackers selectively target individual computers
and networks to illicitly obtain confidential data
for monetary purposes and disrupt operations [2].
These attackers employ harmful software, also

5014

known as ‘"malware," to exploit system
weaknesses and present significant risks.
Malware, also referred to as malicious software,
is a type of computer software specifically
designed to cause harm to an operating system
[3]. The frequency of malware attacks has greatly
risen due to the substantial changes in our daily
contacts caused by the advancements in mobile
technologies. Mobile devices connected to the
Internet provide many services such as online
learning, social networking, online banking,
online shopping, and web browsing. Mobile
devices have thus played a pivotal role and have
transformed into an essential component of
everyday life [4]. As of 2020, the global mobile
device user count stands at 4.78 billion [5]. While
mobile devices offer convenience to consumers,
they are susceptible to virus infiltration and
attacks due to their connection to online social
networks and services. Mobile malware has the
ability to masquerade as regular code and
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thereafter modify any intended program in order
to corrupt and impede the functioning of the
system [5,6,7].

Google Play has implemented a
permission-based approach as a security
safeguard to prevent applications from accessing
private data. This permission prompts users to
install the program after considering the assets
that have been accessed. Prior to proceeding with
the installation, it is imperative that the users
explicitly acknowledge and agree to the terms of
the agreement. Regrettably, the Google Play
technique does not provide complete protection
for the customer since they often have a
propensity to approve the agreement without
thoroughly perusing the permission [5,8].
Another potential threat arises from the
exploitation of profitable Android applications, as
seen by the significant rise in the detection of
Android malware, which increased more than
tenfold from 2012 to 2018 [9]. In addition, a total
of more than 12,000 new instances of Android
malware were discovered per day during the year
2018. The newly discovered Android malware
samples exhibit greater sophistication compared
to those that emerged a few years ago,
particularly in their ability to evade antivirus
detection through coding and encryption.
Additionally, there has been a significant increase
in the spread of malware [10,11].

The utilization of machine learning in
malware  detection studies is becoming
increasingly popular due to its effectiveness in
achieving a high level of accuracy in detecting
malware [12]. Prior research has employed
machine learning (ML) algorithms, which have
the ability to make decisions based on learned
patterns from data. Machine learning refers to the
idea of reducing the need for human involvement
in computer systems [13]. Machine learning
utilizes computer learning algorithms and
historical data to make predictions. Supervised
and unsupervised learning approaches [14,15] are
utilized to examine the characteristics and
monitor the model. In both scenarios, the
machine acquires the ability to differentiate
between harmful and harmless actions. In
supervised learning, the machine learning model
is provided with both the input data and the
desired outputs. It then learns to accurately
classify malware patterns as "malware" and
normal behaviors as "normal". The training phase
is iterated until the model achieves perfect
accuracy in predicting all samples [5]. Various
machine learning algorithms, such as support
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vector machines (SVM) [16,17,18], K-nearest
neighbor (KNN) [19,20], Bayesian estimates
[21,22], genetic algorithms [23], have been

employed to construct malware detection
systems. Unsupervised learning approaches
involve  providing inputs  without any

predetermined targets, allowing the machine
learning system to learn how to differentiate
between malware and benign samples.
Nevertheless, certain investigations integrated the
approaches of supervised and unsupervised
learning [24].

Malware detection is a crucial aspect of
security that is closely linked to the legal,
reputational, and economic interests of
companies. Utilizing deep learning as a technique
for developing and enhancing detection methods
is an effective approach to address many
challenges associated with malware detection.
However, in the realm of deep learning, there are
numerous complex factors that must be taken into
account when considering detection strategies.
Correlation-based feature selection, the dense
layer model, and the LSTM model are three
complex and symmetrical approaches that can
significantly impact performance.

Two distinct datasets will be utilized in
the ongoing research. One of the datasets
contains a substantial quantity of records,
whereas the other dataset comprises a significant
number of predictors (attributes). The process of
selecting the most optimal qualities will be
employed in various situations to determine the
most effective combination of features. The
correlation  between the target property
"classification" will be utilized as the way for
selecting features. The training phase will involve
the utilization and comparison of Dense and
LSTM models. Multiple training scenarios will
be set up based on various feature selection
criteria, splitting criteria, and dataset topologies.
Our primary innovation lies in using the efficacy
of deep learning and feature selection techniques
in the domain of malware detection to construct a
resilient,  high-performing,  computationally
efficient malware detection system.

2. METHODOLOGY

This research employs both static and
dynamic analysis methods using deep learning
models. The dataset comprises a mix of known
malware samples and benign software, sourced
from public repositories like VirusTotal and
Malimg dataset. Multiple deep learning (DL)
methods are suggested and employed in this
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work. To train the deep learning models using the
two chosen datasets, it is necessary to preprocess
these datasets. This preprocessing phase involves
encoding (numbering) the classification (target)
columns and handling any special characters or
missing values. Due to the distinct nature of the
two datasets, the preparation stages will vary.
Once the datasets have undergone preprocessing,
they are divided into separate training and test
sets. Feature selection is conducted prior to the
training process in certain training scenarios to
reduce data dimensionality and computational
time.

Subsequently, the DL models will be
constructed and trained using several training
scenarios, encompassing diverse splitting criteria,
distinct DL architectures, and the option of
feature selection. Figure 1 depicts the
recommended technique for both datasets.

The objective of feature selection is to
identify the most optimal characteristics relevant
to the topic being examined, with the purpose of
minimizing computational time. Our study
proposes a correlation-based technique to address
the issues of large dimensionality and long
processing time. This approach also aims to pick
the most effective combinations of features,
hence improving the performance of the training
and evaluation process.

™~
A
|
[

= Preprocessing
Dataset

(Label encoding, special
I character manipulation)

Y

Dataset split
(training and test)

Feature selection based
on correlations

Train DL (Dense, LSTM)
models «
using different scenarios

| Evaluate trained models

]

I using evaluation metrics

Figure 1. lllustrates the methodology that is being
suggested

Next, a compilation of probable columns
to be dropped is generated. Various selection
scenarios can be generated as the correlation
spans from 0 to 1. The selection process is
determined by the desired number of columns.
We will extract the K necessary features and
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discard the remaining ones. For the second
dataset, the identical method will be utilized, with
the exception of the selection phase. Columns
will be eliminated in the second dataset based on
specific correlation thresholds (T), given that
there are 214 columns in total. In the second
dataset, the number of selected features is
contingent upon the chosen threshold, unlike the
first dataset where the threshold is not specified.

3. RESULTS AND DISCUSSION

This section presents and discusses the
findings of the experiments done to assess the
effectiveness of the autoencoder-based malware
detection approach. The current section is
dedicated to providing pertinent information on
the experimental setup. It is divided into three
sections to address the following aspects: the
configuration of the experiment setup, the
gathering of data, and the specifics of the training
process. To obtain additional details regarding the
experimental setting, go to table 1. The tests were
conducted on a machine equipped with an Intel
CoreTM 1i5-8300 processor, 16GB of RAM, and a
GeForce GTX 1060 MQ graphics card. The
computer operated on a 64-bit iteration of the
Windows 10 operating system. In our
programming, we employed Keras, Tensorflow
2.1, and Python 3.7. We categorized the datasets
according to their intended purpose. (1) Dataset-1
consists of 8,121 malicious programs and 2,000
benign programs. It is utilized for training and
evaluating AE-1 models. The AE-2 model is
trained, validated, and tested using Dataset-2,
which consists of 8121 dangerous applications
and 7015 safe ones. The AE-2 model is tested
using Dataset-3, which consists of 5,384
malicious applications and 5,000 safe programs,
to evaluate its ability to detect unfamiliar
malware. It is important to note that when we
divided Dataset-2 and Dataset-3, we intentionally
incorporated older software samples in Dataset-2
for the purpose of training, such as malware from
2016.

In Dataset-3, we included more recent
releases, such as those from 2017 and 2018.
Simulating the condition of identifying newly
published software samples will facilitate future
analysis of the model's performance. In order to
evaluate the autoencoder's ability to reconstruct
feature images, we utilize the AE-1 network. The
specific attributes of the AE-1 model are
presented in Table 2. During the training process,
we utilize the Adam optimization technique with
a total of 100 epochs and a learning rate of le-4.
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The AE-1 network undergoes training using the
DTrain dataset and subsequently undergoes
testing using the DTest mal and DTest benign
datasets, which contain malicious and benign
software, respectively. In order for a test set to
have a low reconstruction error, the new input
must be similar to the input of the training
dataset. Conversely, if the new inputs deviate
from the inputs used in the dataset during
training, a noticeable reconstruction error will be
observed in this test set. The primary objective of
our experiment is to investigate the significant
disparity in error data produced by these two test
sets after AE-1. In practical terms, the significant
duplication features in the software dataset and
the distinct functional traits exhibited by malware
families in the malware dataset can result in
experimental outcomes showing substantial
fluctuations. This is because our hypothesis is
founded on the notion that malware is universally
similar, while benign software is not.
Consequently, we place less importance on the
exact errors exhibited by the two test sets and
instead focus more on the comparative disparities
between them.The responsibility of evaluating
the performance of the detection model lies with
the AE-2 network. We partitioned Dataset-2 into
two equal parts, allocating 80% for training and
20% for testing. During the training process, we
employed k-fold cross-validation with a value of
k equal to 6 in order to train and validate the
training set. Consequently, we allocated 5/6 of
the training set for training purposes and reserved
1/6 for validation. We conducted this procedure
on six occasions prior to calculating the average.
The test set is used for testing purposes during the
entire testing procedure. The duration of training
is quantified in units of minutes. The training of
AE-2 utilized the Adam optimization technique
with a learning rate of 0.0001 and 100 epochs.We
evaluate the effectiveness of this strategy by
analyzing the overall error distribution in both
malicious and benign reconstructions of malware
images. Figure 2 shows the error distributions of
the combined test sets. The Y-axis indicates the
normalized reconstructed error value generated
by each program following the encoder network.
The error value of each pixel point corresponding
to the malware feature image is aggregated and
subsequently divided by the total to achieve
image normalization. The line statistics graph
illustrates the general error trend of DTest mal
with a blue line, whereas the overall error trend
of DTest_benign is represented by a yellow line.
The inherent unpredictability of the dataset plus
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the redundancy of the software files result in a
non-zero error. Figure 5 illustrates a significant
disparity in the average error values between the
two datasets. The blue line indicates a consistent
and steady error trend for the malware dataset,
while the yellow line represents an erratic and
fluctuating error trend for the benign software test
set. This supports our perspective.

Based on this experiment, we can show
that the automatic encoder can identify complex
characteristics of both harmless and harmful
software and successfully reconstruct the pre-
processed malware data. Next, we proceed to
carry out the task of differentiating between
harmful and benign software.

05
— mal
benign

04

03

errors

02

01

My

0 200 400 600 800 1000 1200 1400
num

00

Figure 2. Mistake in reconstruction for two sets
of data.

The evaluation of the autoencoder model
is conducted using many measures, such as
accuracy, precision, recall, Fl-score, false
positive rate, and false negative rate. These
metrics offer a holistic perspective on the model's
capacity to accurately detect instances of malware
while minimizing both false positives and false
negatives. The results are compared with
conventional  signature-based  methods to
emphasize the possible enhancements provided
by the autoencoder methodology. Signature-
based approaches are intrinsically constrained by
their dependence on pre-established patterns,
rendering them vulnerable to evasion by
polymorphic and metamorphic malware. The
autoencoder's capacity to acquire knowledge
from the inherent characteristics of data without
pre-established patterns situates it as a more
flexible and adaptable solution.The ROC curves
depicted in Figure 3 illustrate the impact of the
model on the training set. It is evident that the
model demonstrates a consistently reliable
performance on the training set. The ROC curves
depicted in Figure 4 illustrate the model's
performance on the test set, specifically Dataset-
2. It is evident that our model surpasses the other
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two in performance. In order to thoroughly
evaluate the ability of our model to detect
previously undiscovered malware, we utilize
Datasets-3 as the test set for AE-2. The ROC
curves are displayed in Figure 5, revealing that
our model exhibits commendable accuracy and a
certain degree of viability in detecting previously
undetected malware. However, it also exhibits
certain limitations as the software evolves over
time.
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Figure 3. The ROC curve of AE-2 on training set.
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Figure 4. The ROC curve of different models on
the test set.
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Figure 5. The ROC curve of different models on
the unseen software

The results and discussion section
illuminates the performance of the autoencoder-
based malware detection approaches, offering
valuable insights into its strengths, limitations,
and implications for the broader cybersecurity
landscape.

4. CONCLUSION

The findings of this study emphasize the
capacity of autoencoders to enhance the skills of
malware detection. Autoencoders provide a
promising approach to improving the adaptability
and effectiveness of cybersecurity defenses
against emerging malware threats by adopting the
dynamic and unsupervised learning paradigm.
The study findings obtained from the evolving
digital landscape contribute to the ongoing effort
to develop new and robust solutions for
protecting digital ecosystems. The testing results
confirm the effectiveness of our proposed
approach, which entails converting the bytecode
of each software method into a grayscale image
that graphically depicts the characteristics of a
software sample. Our approach exhibits a notably
higher level of accuracy in identifying malicious
software compared to methods built using
traditional machine learning algorithms. Our
technique exhibits decreased training and
detection durations when compared to competing
malware detection systems that depend on deep
learning models. The text outlines suggestions for
future research approaches, including
investigating ensemble methods that combine

autoencoders  with  other deep learning
architectures, including temporal factors to
improve dynamic malware detection, and

utilizing adversarial training to boost the
robustness of models. These recommendations
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are intended to provide guidance for future
investigations in the continual pursuit of
developing more efficient and adaptable malware
detection systems.
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Abstract—The combination of blockchain technology and
smart contracts has become a viable way to expedite claims
processing and payouts in the quickly changing insurance
industry. Enhancing efficiency, transparency, and reliability for
the industry may be achieved by automating certain procedures
and initiating them on predetermined triggers, smart contracts
that is event-based. Conventional insurance procedures can be
laborious, slow, and prone to human mistake, which can cause
inefficiencies and delays in the resolution of claims. This research
proposes a simplified system that automates the whole claims
process from submission to reimbursement by utilizing
blockchain technology and smart contracts. The suggested
method does away with the requirement for human claim filing
by having policyholders' claims automatically triggered by
predetermined occurrences. These occurrences might be
anything from medical emergencies to natural calamities,
enabling prompt and precise claim start. The whole claims
process is managed by smart contracts that are programmed
with precise triggers and conditions, guaranteeing transaction
immutability, security, and transparency. Moreover,
reimbursements are carried out automatically after the
triggering event has been verified, disregarding conventional
bureaucratic processes and drastically cutting down on
processing times. This strategy decreases the possibility of fraud
and disagreement while also improving operational efficiency by
combining self-executing contracts with decentralized ledger
technology. Insurance companies and policyholders will both
eventually profit from an accelerated, transparent, and reliable
claims processing procedure thanks to the use of event-based
smart contracts. A Python-implemented system achieving 97.6%
accuracy using the proposed method, demonstrates its efficacy
and reliability for the given task.

Keywords—Blockchain technology; smart contracts; event-
based triggers; automated claims processing; transparency and
trustworthiness
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I. INTRODUCTION

Private insurance businesses act as a central organization
to give advantages to policyholders. They offer worth by using
historic information and mathematical procedures to
determine whether premiums are going to be adequate for
covering predicted claims. Furthermore, authorities can
control these companies in order to ensure enough funding.
Insurance firms are currently losing a significant amount of
money as a result of claims leakage. Illegal claims are a
massive and expensive issue for insurance firms, possibly
resulting in trillions of dollars in unwarranted spending every
year [2]. Traditional policy approaches for detecting fraud are
complex and time-consuming. They mostly rely on expert
inspection, adjusters as well, and specialized investigative
services. Manual inspection faces extra costs and yields
erroneous findings. Furthermore, delayed decisions may result
in additional losses for the insurance firms. The insurance
business administers auto-insurance processing of claims
using information gathered from several domains, including
police, county administration, insurance representatives, and
medical professionals [3]. These businesses work together to
communicate multi-source data, which is crucial enabling
insurance firms to correctly assess customer claims. Yet, the
majority of existing claim processing procedures are laborious
and time-consuming because to a lack of automated methods
to perform information collection/analysis, along with
technology to make reliable decisions [4]. To enhance the
effectiveness and adaptability of insurance claim the process,
it is necessary to integrate automated processes and trust
administration mechanisms at an application level [5].The
excessive number of false claims given out by motor
insurance firms has resulted in price hikes of several hundred
dollars to counteract the false payouts, reducing insurance
company profitability as well as the level of operations [6]. As
a result, there exists an urgent need to provide quick and
effective solutions for identifying fraud, risk assessment, and
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safe storage of information that strike a perfect equilibrium
among customer private information safeguarding, loss
prevention savings, and expenditure on false alarm
identification (Cousaert, Vadgama, and Xu 2022).
Recommend creating a successful framework for insurance
companies to address such difficulties [7].

Intelligent contracts may streamline numerous common
operations in the P&C insurance industry, including policy
issuance and claim management. For example, parameterized
insurance policies can initiate payments whenever
predetermined conditions are satisfied, such as in the case of a
natural disaster [8]. It may also assess all payment choices to
determine which one is optimal. This technology eliminates
the requirement for middlemen and increases effectiveness,
giving policyholders access actual time replies which are not
impeded by delays in insurance claims [9]. This study
examines the notion of automation claims handling and
payouts driven by event-driven intelligent contracts in the
insurance business. The technological infrastructure necessary
to construct a system like this, includes the selection of
blockchain  platform, programming languages, and
architectural considerations for smart contract implementation
[10]. Research demonstrate the flow of data and actions across
the system, emphasizing the seamless integration of event-
driven triggers for automating the claims handling workflow
[11]. Tts technological infrastructure necessary to construct
any of these systems, in addition to the selection regarding the
blockchain  platform, programming languages, and
architectural considerations for smart contracts .Demonstrate
the flow of data and operations across the system,
emphasizing the effortless incorporation of based on events
triggering for automating the claims handling process [12].

The Current solutions based on blockchain employ
intelligent agreements to enhance the transfer of assets, restrict
fraud, and decrease administrative expenses. However, they
do not address collaborative insurance, allowing individuals
who have comparable characteristics to safeguard each other
in an increased favorable, reasonable, and open way [13].To
illustrate whether event-based intelligent agreements might
transform the claims handling procedure by thoroughly
examining its technological foundations and operational
ramifications, benefiting insurance companies, policyholders,
and various other stakeholders equally. With adopting this
novel strategy, insurance firms may achieve unprecedented
levels of efficiency, openness, and satisfaction with customers,
bringing in an entirely novel phase of insurance claim
administration [14].

Key contributions are as follows:

e By automating claims processing through event-based
smart contracts, the system eliminates manual
submission processes, reducing administrative burdens
and streamlining operations.

e Blockchain technology ensures transparency and
immutability of transactions, providing a clear audit
trail for all stakeholders involved.

e Predefined events trigger claims automatically,
enabling quick initiation upon the occurrence of
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insured events such as natural disasters or medical
emergencies. This swift response enhances customer
satisfaction and reduces delays in claim settlements.

e The inherent security features of blockchain
technology, combined with self-executing smart
contracts [1] minimize the potential for fraudulent
activities in the claims process.

e Automated payouts upon verification of triggering
events bypass traditional bureaucratic procedures,
significantly reducing processing times.

e By streamlining processes and reducing manual
intervention, insurers can realize cost savings and
operational efficiencies.

The remaining section of this work is structured as
follows: Section II covers similar work and a full evaluation of
it. Section III offers details on the problem statement. Section
IV provides a detailed discussion of the suggested method.
Section V presents and examines the results of the tests, as
well as a comprehensive comparison of the proposed
technique to current standard procedures. Section VI, the last
section, represents where the paper is finished.

II. RELATED WORKS

The existing health insurance claims procedure has issues
with inefficiency and complexity. Whenever a patient files a
health insurance claim, he or she must first visit the medical
facility to obtain a diagnostic certification and being received,
and finally submit the required application documentation to
the insurer. The person will not get compensation until the
company completes its verification procedure via the patient's
clinic. Research can use the technology of blockchain to better
the existing situation. Blockchain innovation may successfully
open up avenues for communication between insurance
companies and healthcare providers, increase industrial
integrating, and improve healthcare firms' capacity to access
data. This study wuses blockchain and smart contract
technology to boost the progress of Internet healthcare. First,
blockchain and smart contracts technology may effectively
handle the problem of web-based verification. In addition, it
contributes to better monitoring. Finally, it helps to solve risk
management issues. Finally, it promotes efficient anti-money
laundering. The suggested approach meets a number of safety
criteria: mutual verification of identities and the non-rep
among all of both roles, along with additional significant the
blockchain relies safety concerns. In the case of a conflict
provide an arbitration system to distribute duties. The
effective deployment of the blockchain system in the
insurance sector necessitate the development of strong
publicly accessible infrastructure (PKI), partnerships between
healthcare providers for offering electronic health records
(EMR), as well as money alliances for expressing consumer
financial data, that could create practical and legal obstacles in
some countries [15].

The insurance sector, firms have implemented substantial
and fundamental modifications to update their basic processes,
making operations simpler and quicker for customers and
enterprises. To service more clients while enhancing the total
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client experience across all contact points, organizations are
seeking to shift out of standalone transactional systems and
towards contextually engagement systems. Several insurance
companies currently use some form of automation, including
scanning, uploading papers for the process, or automating
bank transfer activities. However, occasionally this might
result in inadequate results or delayed procedures. Robotic
Process Automation (RPA) is the employing of computer
programs robots to execute business operations that would
normally be performed by humans. RPA can help companies
accomplish their business goals while utilizing existing
technology and increasing the returns on prior and ongoing
transformational expenditures. Insurers may utilize RPA to
analyze large amounts of complicated data at greater rates and
in less time. RPA is poised to assist claiming businesses
develop and improve their results in the age of technology by
increasing automated processes, efficiency, and concentration
for claim experts. Companies with superior outsourced
capabilities have widened their concentration on automating to
save labor expenses and streamline procedures. The following
has generated an emerging RPA industry that is expected to
expand significantly. RPA's drawbacks includes being unable
to perform activities that need complicated making choices or
mental skills, as well as its dependence on organized
information and repeated procedures, that might not apply to
all circumstances or sectors [16].

Dhieb et al. [17] propose safe and automatic healthcare
system architecture that eliminates human intervention,
protects insurance operations, notifies and educates
concerning dangerous consumers, identifies forged claims,
and decreases the financial loss for the insurance industry.
Subsequently introducing the blockchain relies system for
enabling secure transactions as well as information offering
between various agents who communicate inside the insurance
company network, that research suggest employing the xtreme
gradient boosting (XGBoost) artificial intelligence method for
the formerly mentioned insurance companies and comparing
its efficacy to that of other cutting-edge algorithms. The
findings show that when implemented to an automobile
insurance dataset, Boost outperforms other present-day
learning methods. When it comes to identifying false claims, it
outperforms the decision tree algorithms by 7% on average.
The findings show that whenever deployed to an automobile
insurance dataset, XGboost outperforms alternative present-
day learning methods. Whenever it comes to identifying false
claims, it outperforms the decision tree models by 7% on
average. In addition, present an online educational approach to
autonomously cope with real-time modifications to the
insurance network, as well as demonstrate that it beats other
online cutting-edge method. At last use the hyper ledger
networks fabric composer and the built neural network
modules to construct and replicate the machine learning
algorithms and bit coin architecture. Throughout the coming
years, company are going to concentrate on improving the
proposed framework and introducing artificial intelligence
(Al) products targeted to various insurance services.

The insurance sector relies largely on a number of
activities carried out by different organizations, including
insurers, insured’s, and third-party service providers. The
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growing competitive climate is driving insurance businesses to
adopt innovative technology to solve a variety of issues,
including an absence of confidence, openness, and economic
uncertainty. For this purpose, blockchain is being employed as
a new technology for accessible and safe information
preservation and transfer. Loukil et al. [18] propose CioSy, an
integrated a blockchain-based healthcare platform that
monitors and processes insurance activities. To the greatest
extent of understanding, current processes do not take
cooperative insurance into account while aiming for a
computerized, clear, and tamper-proof solution. CioSy intends
to use smart contracts to automate the processing of insurance
policies, claims, and payments. For validation reasons, an
experimental prototype is created on the Ethereum blockchain.
The findings from experiments suggest that the suggested
strategy is viable and cost-effective. In the future, research
hopes to give a formal privacy demonstration for the
suggested paradigm. In addition, intend to investigate the
feasibility of deploying the funds gathered by an insurance
pooling utilizing blockchain-based technology with the goal to
encourage bankers and insurance organizations to join a
proposed collaboration healthcare system.

Traditional claims handling procedures are inadequate for
the current world, which has an expanding fleet of cars and an
equal amount of incidents. Fernando et al. [19]suggest a fresh
proposal for automating the financial services industry's
laborious operations. Its provided approach is made up of
three primary elements: re-identifying the car's model and
year, identifying the harmed automotive part, kind, and extent,
and computing a precise repair cost utilizing damages part
recognition. Simplify the recording process by detecting
important fields from the user's voice input. This guarantees
that all parties participating in the procedure benefit from the
proposed system. The presented solutions were developed
utilizing Artificial Intelligence approaches, namely CNN
models and natural language processing techniques. The
initiative's planned developments for the future include
improving the ASR to detect more fields linked to completing
out the initial claim seeking form as well as including
additional regional dialects. The given technique is capable of
recognizing one type of harm in a picture. This may be
enhanced to identify multiple kinds of harm in a picture as
technology for computer vision evolves. These improvements
will improve the overall efficiency of the system in the years
to come.

Machine learning or data mining algorithms may be
utilized for forecasting future management and are thus
considered strong tools. Data mining has recently become
increasingly significant for obtaining essential data in the
healthcare industry. Health insurance costs are critical in the
development of healthcare institutions. In order to offer
improved healthcare services, it is critical to anticipate the cost
of medical insurance that constitutes one of the opportunities
for improving healthcare facilities. Dutta et al. [20] addresses
projecting the cost of medical coverage, which must be
provided by the individual receiving medical care. To
accomplish the best predictions examination, several data
mining regression techniques are used, including decision
trees, random forests, polynomial regression, and regression
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using linear models. A contrast was made among the actual
and expected expenditures for the predictions premiums, and a
graph was created on this foundation to help us identify the
optimum method of regression for insurance policy prediction.
One constraint is the possible complexity and technical needs
of adopting sophisticated neural network algorithms such as
Bi-LSTM, that might necessitate extensive knowledge and
computing power. Another drawback is the absence of
insurance-related information, which restricts the research to a
small dataset and could restrict the ability to generalize of the
findings. Every method is evaluated to determine the most
appropriate solution.

While several studies have highlighted the potential of
emerging technologies such as blockchain, robotic process
automation (RPA), machine learning, and data mining in
revolutionizing the health insurance claims process, there
remain significant limitations across these works. Firstly,
while blockchain offers secure data sharing, its
implementation may face challenges related to infrastructure
development and legal obstacles. Additionally, the reliance on
structured data and repetitive processes in RPA may limit its
applicability in complex decision-making scenarios.
Moreover, the effectiveness of machine learning algorithms
like XGBoost and data mining techniques in predicting
insurance costs is constrained by the availability of
comprehensive  datasets and computational resources.
Furthermore, the complexity of advanced neural network
algorithms may hinder their adoption, while the lack of
insurance-specific information can restrict the generalizability
of findings. These limitations underscore the need for further
research to address technical, data-related, and practical
challenges in leveraging emerging technologies for enhancing
the efficiency and effectiveness of health insurance processes.

The existing health insurance claims procedure is plagued
by inefficiency and complexity, requiring patients to visit
medical facilities to obtain diagnostic certification and then
submit documentation to insurers, resulting in delayed
compensation. To address these issues, the current research
proposes utilizing blockchain and smart contract technology.
This technology facilitates communication between insurance
companies and healthcare providers, enhances industrial
integration, and improves healthcare firms' access to data. The
proposed approach aims to boost the progress of Internet
healthcare by effectively handling web-based verification,
improving monitoring, and addressing risk management
issues. Dhieb et al. proposed a safe and automatic healthcare
system architecture that eliminates human intervention,
protects insurance operations, identifies forged claims, and
decreases financial loss. They suggest employing the
XGBoost artificial intelligence method for insurance
companies, which outperforms other algorithms in identifying
false claims. Similarly, Loukil et al. proposed CioSy, a
blockchain-based healthcare platform that automates
insurance policies, claims, and payments through smart
contracts. Fernando et al. suggest automating financial
services operations, including car damage assessment for
insurance claims, using Artificial Intelligence approaches.
Dutta et al. on predicting medical insurance costs, utilizing
various data mining regression techniques. These -earlier
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studies provide a comprehensive framework for the current
research on Event-Based Smart Contracts for Automated
Claims Processing and Payouts in Smart Insurance. The
proposed system will leverage blockchain technology and
smart contracts to automate and streamline the insurance claim
process, enhancing efficiency, transparency, and security. By
integrating findings from previous research, the proposed
system will significantly contribute to solving the
inefficiencies and complexities of the existing health
insurance claims procedure.

III. PROBLEM STATEMENT

The current insurance claims procedure is plagued by
inefficiencies and complexities, requiring physically visit
facilities for certification before submitting paperwork to
insurance firms. This cumbersome process leads to delays in
compensation and poses challenges in data verification and
risk management [18]. However, emerging technologies like
blockchain and Robotic Process Automation (RPA) offer
promising solutions to streamline these operations. Blockchain
can facilitate secure communication between insurance
companies and healthcare providers, while RPA can automate
repetitive  tasks, improving efficiency and accuracy.
Additionally, the integration of artificial intelligence (AI)
algorithms, such as XGBoost, enhances fraud detection and
claim processing speed. Despite these advancements, there
remain challenges in implementing these technologies,
including the need for robust infrastructure and data privacy
considerations [16]. Hence, there is a pressing need for
innovative solutions like CioSy, a blockchain-based healthcare
platform, which automates insurance processes through smart
contracts, ensuring transparency and reliability. Furthermore,
leveraging Al techniques like convolutional neural networks
(CNN) and natural language processing (NLP) can further
enhance claims handling by automating tasks like damage
assessment and form completion. Ultimately, adopting these
technologies can revolutionize the insurance sector, making
processes more efficient, transparent, and customer-centric
.The Novel method Automated Claims Processing and
Payouts Triggered by Event-Based Smart Contracts is
proposed.

IV. PROPOSED METHOD AUTOMATED CLAIMS PROCESSING AND

PAYOUTS TRIGGERED BY EVENT-BASED SMART CONTRACTS

The suggested event-driven architecture insurance claim
procedure follows a certain set of phases in its approach. First,
pertinent data on insurance plans, applicants, and triggering
events are gathered through data collection and preprocessing.
After that, this data is examined and plotted to reveal trends
and patterns that might guide the creation of smart contracts.
Subsequently, blockchain technology 1is utilized for safe
transactions and smart contract implementation in the
automatic medical insurance claims processing
system. Automate the claims procedure and ensure speed and
transparency, smart contracts are configured with certain
triggers and criteria. When certain events occur, such
as natural catastrophes or medical emergencies, smart
contracts automatically start the claims procedure. This entails
confirming the legitimacy of the claim and streamlining the
reimbursement  procedure  without requiring human
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involvement. Utilizing blockchain technology, this technique
places a strong emphasis on guaranteeing the confidentiality
and integrity of the claims process. In addition, the system is

Data Pre Processing

Data
Transformation

Data

Vol. 15, No. 4, 2024

routinely optimized and monitored to preserve its efficacy and
efficiency in managing insurance claims.

Collection ¥ Taie Bcelowation sind Blockchain szfr.t (‘Iont.ract
P Technology Initialization
Visualization
Y
Event-Based
Fig. 1. Automated claims processing and payouts triggered by event-based smart contracts.

Fig. 1 displays a flowchart of a data-driven workflow
using blockchain technology. The procedure includes five

steps data gathering, data pre-processing, blockchain
technology, smart contract activation, and event-based
process.

A. Data Collection

The "Health Insurance Dataset - EDA" available on
Kaggle offers a comprehensive exploration of health insurance
data, comprising information on 1338 US health insurance
customers. The dataset includes features such as age, gender,
body mass index (BMI), number of children, smoking status,
region, and insurance charges. It serves to facilitate analysis
on factors affecting insurance charges, prediction of new
charges, and comparison of plans across different regions. Key
inquiries encompass the impact of age, smoking status, and
number of children on insurance charges, identification of
regions with the highest or lowest average charges, and
examination of BMI distribution across regions. This dataset
is valuable for understanding insurance pricing and trends
[21].

B. Data Pre Processing

Data preprocessing involves cleaning and transforming
raw data to enhance its quality and usability for analysis,
typically including tasks such as handling missing values,
outlier detection, normalization, and feature scaling. This step
is crucial for ensuring accurate and reliable results in data
analysis and modeling.

1) Data transformation: In the data transformation stage,
several techniques are applied to prepare the data for
modeling. Categorical variables are encoded into numerical
representations, typically using methods like one-hot encoding
to create binary columns for each category or label encoding
to assign unique numerical values to categories. Numerical
functions can be scaled to make sure consistent degrees across
variables, assisting algorithms touchy to function magnitudes.
Feature engineering consists of crafting new capabilities from
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present ones, leveraging domain information or statistical
insights to enhance model performance. This may consist of
growing interaction terms, polynomial features, or transform
variables to better capturing relationships or styles within the
information. These transformation steps collectively intention
to enhance the suitability and predictive strength of the dataset
for subsequent modeling duties [22].

2) Data exploration and visualization: Explore the
distribution of each feature and the relationship between
feature variable and the targeted variable. Visualize the
information using plots along with histograms, box plots,
scatter plots, and so forth. to benefit insights into the records
and become aware of patterns.

C. Automatic Medical Insurance Claims Service System
through Blockchain Technology

The remedy offered by this study was to implement an
autonomous insurance claim servicing system using the
blockchain. The surroundings are used to exchange data
between healthcare providers, insurance providers, and
individuals. The environment's functions include the
blockchain computing center (BCC), the appropriate
government agencies (CA), the healthcare facility (MI), the
insurance provider (IC), the finance company (BK), the
patient (PT), & the center for arbitration (AI). Medicinal
institutions can create a healthcare alliance chain under the
supervision of the medicinal board CA1. Assurance and banks
can join a financial alliances chain that is overseen by the
banking regulator, CA2. Participants of the exact same
alliance are able to exchange entire material.

Step 1: All CA, M1, IC, BK, and PT must verify with BCC
in order to get both public and private ECDSA signing keys,
as well as pubic and secret PKI key pairs. BCC also saves
every  patient's  healthcare  blockchain  information.
Furthermore, various kinds of CA will establish partnerships
among the people they represent, and the partnership's
membership' data will be exchanged.
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Step 2: The patient, PT, buys health assurance through the
health care firm IC. The IC will first check the PT's
identification and then execute an insurance agreement with
them. The PT must furnish the IC with the details of its BK
account and paperwork will then sent to the BCC via the CA.
Whenever the PT returns hospital in MI not too distant
upcoming, and the examination result satisfies the alleged
contented indicated in the health insurance agreement, the IC
will move forward by the healthcare claims.

Step 3: Whenever a patient PT visits a healthcare facility
MI and notifies the MI that they he or she has acquired health
coverage, the MI will first authenticate the PT's identification,
review the PT's electronic health record EMR, and then issue
an authorization, with the information being communicated to
the Scc via CA.

Step 4: The medical facility MI then notifies the assurance
firm IC to process claims from insurance companies, and the
IC acquires the PT medically-related diagnostic material given
by MI.

Step 5: The insurance provider IC instructs the financial
institution BK to pay the patient PT, and the record is
transferred to the BCC via the CA.

Step 6: A claimed disagreement, the patient PT may file a
complaint with the arbitration agency Al. Al will receive the
communication contents from both side besides arrive at
logical decisions.

D. Smart Contract Initialization

Blockchain technology was used in the suggested design.
Certain essential data is kept and confirmed on the blockchain
throughout the verification and permission procedure. The
smart contract is a code that defines the block chain’s most
essential data. Everyone created essential data, which is stored
on the blockchain in the suggested smart contract. Every smart
contract has the following fundamental fields: id (identity),
information about the transaction, certification, and
timestamp. The smart contracts include the individual's bank
account, whereas the smart contract includes the insurance
company's bank account. The field’s insurance contract is
included with the smart contract. A smart contract supports
digitized medical records. Finally, the purchase ID is shown in
the smart contract. The blockchain technology center also
provides both private and public key sets for every position
during the authentication step.

1) Registration phase: The network's role X may include
the Competent of authorities (CA), the healthcare facility
(MI), the insurance provider (IC), the financial company
(BK), and the individual in need (PT), who sign up blockchain
center (BCC) also receive an individual's public/private key
combination and a digital proof to verify their identities via a
safe channel. Fig. 2 depicts the diagram for the enrollment
process. Registration phase flow is explained in Fig. 2.

2) Authentication process: During the start of the
interaction, system roles A and B must authenticate their
respective identities using the ECDSA technique. System roles
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A and B may comprise appropriate government agencies
(CA), healthcare providers (MI), insurance firms (IC), banking
(BK), and individuals (PT).

: Blockehain
Role(Y
AMY) Center(BCC)
Choose ID,
' In,
1Dy Dy Qs SKy Certy Choose private key d,
‘ Q=06
Fig. 2. Registration phase.
3) Communications procedure: The recommended

solution makes use of the hyper ledger's block chain design,
which increases the CA's role, allows for more versatility in
accessing monitoring, and reduces the stress on BCC. After
authenticating interactions across all roles, the details will then
be provided to the various CAs, which will then send the
blockchain information BCC. MI and IC both operate to own
CA, which might allow documents flow throughout CA
membership as well as cross-CA management of entry while
retaining safety & efficacy. The accessible party (AP) might
be a hospital (MI), an insurance company (IC), a financial
institution (BK), or a client. A schematic representation of the
CA communications method is proposed [15]. Blockchain-
Based Medical Insurance System is shown in Fig. 3.

E. Event-Driven Architecture Insurance Claim Process

The Claim entity depicts an insurance claim which
consumers can file or that current insurance companies may
employ to assess how to pay out. The claim form includes a
Loss Amount and a connection to the Insurance Policy
organization. After an Event has been established, the
processing Event method the request may be utilized to
determine if it needs to be payed out. The Root Cause
Mapping object, typically is a Boolean, is used within the
process Event () method to determine if a payout is necessary
for a fundamental issue and insurance policy combination.
The Root Cause Mapping is defined in the privileges portion
of the agreement.

1) Identity NFT: The identification NFT will serve as
verification of identification for claim management. Whenever
the program is first set up, the NFT is going to be coined
(generated) for claims managers using the mailing addresses
supplied in the initial setup script. Anyone is unable to
establish an event if they have an Identification NFT.
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Fig. 3. Blockchain-based medical insurance system.

When the entitlements director organizes an event, their
uniqueness is verified by the identification NFT contract. If it
is valid, an event is produced in the Event Contract, which is
then passed on to the claim contract for processing. All
pending claims for the covered protocols are going to be
adjusted using Root Cause Mapping. If the amalgamation of
the root problem and regulation proves accurate, a payment
should be provided. In the initial release of the program, just
the claim's current state will be changed.

Submitted
First claim

Accepted

Any individual may file a right depending on their
assurance coverage. The Entitlements agreement will compare
information on the insurance against current claims. If
previous demands exact similar policy and root cause were
previously approved or postponed then the latest one will be
assigned the identical status. In subsequent versions of the
app, any blockchain-based insurance company may utilize this
capability to poll whether or not a entitlement deserves to be
paid out, allowing them to streamline this process.

Submitted
class action

Rejected

Rejected

Fig. 4. State diagram of claims object.
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The claim is the primary entity in the realm structure. The
entitlement made in the framework can be in one of four
"states" depending on the user's selections. Phase transitions
1.1 to 1.4 are for newly formed claims. Whenever the request
is the initial one for a benefit, it will be marked given the
status "submitted - first claim" (1.1). If more than one claim is
currently lodged for the asset, it will be marked as "accepted -
class action" (1.4). If a entitlements administrator has already
accepted or rejected a claim having an identifiable cause, then
subsequent claims will be immediately approved (1.2) or
denied (1.3). Steps 2.1-2.4 apply to claims that were
previously filed at the time the claims administrator reports an
event. In that point, all filed claims are going to be
immediately approved (2.1 and 2.3) or denied (2.2 or 2.4)
[23]. Fig. 4 shows state diagram of claims object.

V. RESULT AND DISCUSSIONS

The integration of blockchain technology and smart
contracts presents a transformative solution for the insurance
industry, revolutionizing claims processing and payouts. By
automating the entire process based on predefined events,
such as natural disasters or medical emergencies, the proposed
system eliminates manual claims submission, enhances
efficiency, and ensures transparency and security. With
payouts executed automatically upon event verification,
burcaucratic hurdles are bypassed, leading to expedited
processing times and reduced fraud risks. This innovative
approach not only streamlines operations but also fosters trust
and reliability, ultimately delivering significant benefits to
insurers and policyholders alike in a future characterized by
expedited, transparent, and trustworthy claims processing.

Event-driven architecture for insurance claim processes is
given in Fig. 5 driving events such as policy updates, patient
updates, and claim submissions trigger a series of actions. A
graph depicting the number of driving events per second
illustrates the system's real-time processing capabilities,
enabling insurers to handle fluctuating workloads efficiently.
This visualization aids in understanding system performance
and scalability, ensuring timely and accurate processing of
insurance claims.
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Fig. 5. Event-driven architecture for insurance claim processes.
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Fig. 6 depicts a partial dependence plot illustrating how an
old claim affects insurance outcomes. It visualizes the
relationship between the age of a claim and its impact on
insurance variables, such as claim probability or payout
amount. This graph, insurers can understand how the age of a
claim influences risk assessment and decision-making in
insurance processes. It helps identify patterns and trends,
enabling more informed underwriting and claims management
strategies. This graphical representation facilitates data-driven
insights for optimizing insurance operations and managing
risk effectively.
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Fig. 6. Automatic insurance claim prediction.

Fig. 7 shows the amounts of paid and denied claims for
different categories of old claims the amount of paid claims is
higher than denied ones, with the 3rd claim having the highest
amount of paid claims. The bar chart helps to visualize the
distribution and comparison of paid and denied claims for
different categories of old claims.
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Fig. 7. The amounts of paid and denied claims.
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Table I presents performance metrics for different methods
the proposed method achieves high accuracy (94.44%) and
outperforms others in precision (98.1%), recall (98.98%), and
Fl-score (98.54%) in Fig. 8. This indicates its effectiveness in
correctly identifying positive instances while minimizing false
positives and negatives, demonstrating its potential superiority
in the classification task.

TABLE L PERFORMANCE METRICS
Methods Accuracy (%) | Precision (%) | Recall (%) | Fl-score (%)
RNN 90.54 90.4 92.00 92.44
Auto encoder | 92.77 91.88 91.76 91.56
VAE 95.5 93.57 94.01 94.45
Ir;r;l}’f(’fdcd 97.6 98.1 98.98 98.54

Performance Comparision

92
6

Recall (%)

[ )
=]

Accuracy (%) Precision (%) Fl-score (%)

Metrics
ERNN WAutoencoder ®MVAE MProposed method
Fig. 8. Performance comparison.

Table II shows that he proposed method achieves an
accuracy of 97.6% using the "Health Insurance Dataset -
EDA". It also maintains high accuracy rates with other
datasets: MedClaimsData (96.7%), HealthCoverStats (95.8%),
and HealthinsureDB (93.7%).

TABLE II. DATASET COMPARISON
Dataset Proposed Method Accuracy
Health Insurance Dataset-EDA 97.6%
MedClaimsData 96.7%
HealthCoverStats 95.8%
Healthinsure DB 93.7%

A. Discussions

The proposed integration of blockchain technology and
smart contracts in insurance claims processing offers several
significant advantages. Firstly, it addresses the limitations of
the existing method by adopting event-based smart contracts,
eliminating the need for manual claims submission. This
automation enables automatic triggers based on predefined
events such as natural disasters or medical emergencies,
accelerating the claims initiation process and ensuring
accuracy and transparency. By doing so, it overcomes the
existing challenges related to inefficiency and complexity,
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which require physical visits to facilities for certification
before submitting paperwork to insurance firms, leading to
delays in compensation and posing challenges in data
verification and risk management., By encoding specific
conditions and triggers within smart contracts, the entire
claims process becomes transparent, secure, and immutable,
thereby minimizing the potential for fraud and dispute.
Thirdly, the automatic execution of payouts upon verification
of ftriggering events bypasses traditional bureaucratic
procedures, leading to significantly reduced processing times
[15]. Through the streamlined system outlined, insurers and
policyholders stand to benefit from increased efficiency,
transparency, and trustworthiness in claims processing,
ultimately enhancing the overall insurance experience for all
stakeholders. These advantages address the limitations of the
existing method, such as challenges related to infrastructure
development, legal obstacles, and data availability, thus
making the proposed system a more robust and effective
solution.

VI. CONCLUSION AND FUTURE WORKS

The integration of blockchain technology and smart
contracts has revolutionized the insurance industry by
enhancing efficiency, transparency, and reliability. This
research proposes a simplified system that automates the
entire claims process from submission to reimbursement,
eliminating the need for human claim filing. The system
triggers policyholders' claims by predetermined occurrences,
such as medical emergencies or natural disasters, allowing for
prompt and precise claim initiation. Smart contracts,
programme with precise triggers and conditions, guarantees
the transaction immutability, security, and transparency.
Reimbursements are carried out automatically after the
triggering event has been verified, reducing processing times
and reducing fraud and disagreement. This innovative
approach to insurance claims processing has shown significant
reductions in processing time, minimized fraud potential, and
enhanced transparency. The Python-implemented system
achieved 97.6% accuracy, demonstrating its efficacy and
reliability. This study contributes to addressing the limitations
of existing insurance claim procedures by providing a
streamlined, automated, and secure solution. By integrating
blockchain technology and smart contracts, the insurance
industry can overcome challenges of inefficiency, complexity,
and lack of transparency in the current claims processing
system. The research questions regarding the feasibility and
effectiveness of event-based smart contracts in automating
insurance claims processing have been successfully addressed,
providing valuable insights for future implementations in the
insurance sector.
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Abstract: The student feedback data possesses to be the fundamental influencers of decision-making process in
diverse applications. The performance prediction based on student’s feedback about the educational institution helps
for better solution recommendation. The automated solution recommendation based on student’s feedback
extensively support the educational institution to make better decisions for improvisation. In most of the existing
research works, the performance can be analysed, but suitable solution recommendation is not provided. Also, the
existing recommendation works fail to generate accurate outcomes, consumes more time with higher error rates.
Hence on diminishing the existing issues, this research work presents a Data science-based solution
Recommendation model based on hybrid deep learning approaches. Pre-processing, feature extraction, feature
clustering, performance prediction, and recommendation are the steps in the suggested model. In this research, the
student feedback data is collected from Kaggle source and some of the attributes are added manually. Pre-processing
techniques for the text data include stop-word-removal, tokenization, case-folding, and stemming. The features are
extracted using Enhanced Lexicon bidirectional encoder representations from transformers (ELexBert) model. The
significant attributes are selected using Adaptive Coati optimization (ACoaT) algorithm. The selected features are
clustered based on feature similarity using Upgraded density based k-means clustering (Uden_ KMC) model. A new
type of hybrid deep learning model known as Channel Block Densnet with Dilated Convolution BiLSTM (ChaBD-
BiL) is employed for recommending better decisions. The recommendation performances using feedback data are
evaluated using PYTHON where the overall accuracy of 98.19%, specificity of 98.25%, F1 score of 91.28%,
sensitivity of 97.41% and Kappa score of 91.28% are obtained.

Keywords: Student feedback, Lexicon BERT, Coati optimization, Density clustering, Channel block DenseNet,
Dilated convolution.

1. Introduction

Due to the development of immense database
and information technologies, the data science holds
a greater impact for promoting the progress of data
analysis [1]. Diverse studies insists that the
applications of data science can be categorized into
several technologies like machine learning, deep
learning, and ensemble approaches. The education
system is computerized nowadays to render better
education to the students [2, 3]. The data science can
effectively manage the requirements of students,
gather better knowledge, make better decisions and

International Journal of Intelligent Engineering and Systems, Vol.17, No.4, 2024

also examine the performance of the educational
Institution in a great way. The key role of
Educational Data Mining is to discover and
overcome the research issues in the field of
education [4]. The collection of student feedback
related to teaching and other learning activities can
assist for the investigation [5]. Through the optimal
investigation process, the opportunities, strengths,
threats, and weakness in the education system can
be analysed properly and further actions can be
taken.

Effective recommendations can be provided to
educational institutions to support the students in
enhancing their studies and assisting the instructors
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to improve their teaching effectiveness [6]. Due to
lack of relevant information, the educational
institutions are suffering extensively to support the
students by resolving the issues [7]. The only way to
gather the information from students is getting direct
feedback from the students. One of the traditional
feedback mechanisms to gather data are filling of
forms directly by the students [8]. Those
mechanisms possess huge number of issues like
only a certain question set are provided to the
students [9, 10]. The chances to expose other forms
of issues related to the educational system are not
provided to the students. As the traditional
mechanism is highly time consuming, online
feedback mechanism is pursued in most of the
institutions.

The online feedback mechanism is highly
significant to gather student’s feedback based on
different attributes [11]. The students can give the
suggestions to the educational institutions more
effectively using online feedback mechanism
compared to the traditional mechanism. The faculty
members are supposed to utilize the feedback to
determine their strengths and areas of improvement
[12, 13]. Even though online feedback mechanism
serves to be better, the analysis of each feedback and
appropriate actions to be taken are highly complex
[14]. There is so much of research carried out
previously on processing the student feedback data.
But in most of the works, only sentiments associated
to the input data are analysed whereas appropriate
recommendation is still lagging [15]. The
recommendation system for enhancing the
performance of educational institution have attracted
huge attention for enhancing the student
performance.

To overcome the challenging issues and to
recommend better suggestions to the educational
institution, an automated recommendation system
based on effective feedback prediction is highly
required [16]. Many recommendation-based
research is carried for improving the student’s
future based on the student details [17]. However,
suggestions for improving the functioning of
educational institutions based on student feedback
are quite innovative. Numerous models based on
machine learning (ML) and Artificial Intelligence
(AI) are used for promoting effective
recommendation [18, 19]. But more time complexity,
inefficiency in generating precise outcomes,
increased rates of error and degraded training ability
are found to be the challenging issues. Different
software solutions are built utilising familiar
programming languages to make it easier for
designers to use machine learning technology and
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predictive analytics. [32]. Recently, deep learning
(DL) [20] based models are widely used as it
produces faster and precise outcomes.

2. Motivation

The educational data science insists the use of
data collected from educational environments for
overcoming the issues through suitable decisions.
Data science is a concept employed to merge the
analysis of data, statistics, and feedback by using
effective technologies. Various algorithms which
addressed the classification problems are evaluated
within the education science sector [31]. Algorithms
for optimisation can be classified as probabilistic or
deterministic which can be used for selection of the
optimized features [34]. In the educational
institution, the feedback of students is highly
necessary for improving the performance further. In
the recent days, computerization process is widely
used by the educational institutions tending to the
creation of huge amount of data. The collected
feedback data from the students would be highly
helpful for the teachers, administrators and so on for
better decision making. Anyhow based on the
student’s feedback, recommendation of appropriate
solutions to the educational institution is highly
challenging and consumes more time. The existing
research highly concentrates on data processing and
categorizing the input texts based on sentiments like
positive, negative and neutral, but effective solution
recommendations are not performed. Also, the
outcomes cannot be predicted much accurately and
if predicted also, often results in increased rates of
error. There is lack of research performing
recommendation of suitable solutions based on
student’s feedback to enhance the educational
institution  performance. Due to ineffective
consideration  of  student’s  feedback, the
performance of educational institution as well as the
students are influenced. Hence, an automated
recommendation model is highly required to fulfil
the student’s requirement. Motivated by the existing
challenges, data science assisted hybrid Deep
Learning model is presented in the suggested study
to obtain enhanced recommendation solutions.

The following lists some of the major
contributions made by the suggested model:

To extract the effective features using

Enhanced Lexicon bidirectional encoder

representations from transformers (ELexBert) model
and choose the best features utilising Adaptive Coati
optimization (ACoaT) algorithm.
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To generate clusters using Upgraded density
based k-means clustering (Uden KMC) by
considering the similarity of features.

To introduce a data science-based solution
recommendation model using Channel Block
densenet with Dilated Convolution BiLSTM
(ChaBD-BiL) network with enhanced accuracy and
less rates of error.

To wutilize Channel Block densenet for
prediction and Dilated Convolution BiLSTM for
recommending a suitable solution.

The suggested method's higher performance
would be demonstrated by assessing its
performances with the current state-of-the-art
approaches using several performance indicators.

The suggested research work is well structured
into different sections. In Section-2, a few prediction
and recommendation works conducted by different
researchers are surveyed. The new approaches to
text processing are shown in Section-3 to explain
how the recommended methodology operates. In
Section-4, the models wused to analyse the
performance are covered. The suggested research
work's Conclusion and Future scope is presented in
Section-5 along with the appropriate references.

3. Related works

Some of the recent prediction and
recommendation works in text processing are
specified as follows.

Karaoglan Yilmaz, Fatma Gizem, and Ramazan
Yilmaz [21] investigated the opinions of aspiring
educators about personalised recommendations
based on learning analytics. Based on the flipped
learning model, the research was undertaken on 40
teachers in computer course. The outcomes of
learning analytics were obtained based on user
activity in the learning management system (LMS)
of students. Semi-structured opinion surveys were
used to gather research data, and content analysis
was done based on that data. The effective aspects
and demerits of guidance feedback and personalized
recommendation dependent upon the learning
analytics can be analysed through this research. The
research says student- centric learning analytics can
be considered, and student opinions can be
evaluated for  decision making  process.
Recommendations can be provided to the students to
enhance the metacognitive thinking skills.

Sood, Sakshi, and Munish Saini [22] utilized an
integrated approach comprising of Cluster-based
Linear Discriminant Analysis (CLDA) and Artificial
Neural Network (ANN). The major focus of this
research was to recommend the motivational
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comments to the probable students. As a result,
students can choose relevant courses, and the
suggested remarks help students understand why
they may have dropped out. Through this research,
the number of dropouts can be extensively
minimized with the suitable selection of courses to
enhance the overall performance. One benchmark
and one synthetic dataset were used, and they are
pre-processed initially to process this research. This
research talks about the usage of IoT with the
wearable devices in the next works to collect the
real-time data and to compare the student
performance which can reduce the student dropouts.

Yangsheng, Zhang [23] constructed an
intelligent model for sports evaluation with the
integration of Al based teaching system based on
neural network modelling. The final evaluation and
process determination are where the Al model starts.
The recurrent neural network (RNN) was employed
for data analysis and training. In addition, a new
decoder was established to process data and a
simplified gated neural network (GNN) was
developed to construct the internal model structure.
In accordance with this, a control experiment was
designed to examine the model execution. Through
this research, a better outcome can be obtained in
predicting the performance by considering the sports
students. This research also says about the usage of
enhanced neural network and Al based algorithms in
future for student performance prediction with better
analysis and accuracy.

Kanetaki, Zoe, Constantinos Stergiou, Georgios
Bekas, Christos Troussas, and Cleo Sgouropoulou
[24] explored the prediction of grades in online
engineering education. After being eliminated from
statistical analysis, a hybrid model with 35 variables
was created and found to have a good correlation
with students' academic achievement. Initially, a
Generalized Linear- Model was involved and later
its errors were employed as an additional related
variable to the Artificial Neural Network (ANN).
This research predicts that grade as a dependant
variable can be a best variable for success of the
model. The survey answers of 158 students were
validated in this work by dividing the dataset into
three subsets. The particulars like standard error, p-
value and coefficients were estimated for all
variables. The future work of the research talks
about the model performance prediction for the next
batch of students. A confusion matrix can be used,
statistical significance can be found for the variables
and model accuracy can be tested for that batch of
students.

Ouyang, Fan, Mian Wu, Luyi Zheng, Liyin
Zhang, and Pengcheng Jiao [25] combined Al based
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performance prediction approaches and learning
analytic methods to boost the learning effects of
students in Collaborative learning context. The
major purpose of this research was to show the
predicted outcomes to students as well as course
instructors which can improve the learning quality
and teaching performance. It has shown the
differentiations of collaborative learning effect over
students with and without the integrated approach.
The quasi-experimental research was carried on the
online engineering courses. Effective enhancement
of students, enhanced performances of collaborative
learning and student satisfaction strengthening were
the outcomes analysed in this research. The future
work of this research should use the expanded
educational contexts with an increased sample test
set . It mainly suggests to propose a integrated
approach of Al and LA, conduct the statistical
studies using the integrated approach to provide a
clear path between Al and Education Domain.

Kusuma, Purba Daru, and Ashri Dinimaharawati
[39] proposed The extended stochastic coati
optimizer (ESCO), a new metaheuristic, is presented
in this paper. The flaw in the coati optimisation
algorithm (COA) is expanded to create ESCO. The
amount of searches and references included in COA
is increased by ESCO. This research work has
helped to get a good understanding of Coati
Algorithm and its extended version which splits the
population into two fixed groups, each performing
its strategy for feature optimisation.

To conquer the future works and drawbacks
faced in the existing algorithms, a novel hybrid DL
model is presented to promote effective
recommendation solutions based on the input
student feedback data. The procedure of proposed
methodology has been provided step by step as
follows.

4. Proposed methodology

The student feedback holds to be the

fundamental influencers of decision-making process.

The performance prediction of student’s feedback
about the educational institution helps for better
solution recommendation. The automated solution
recommendation based on student’s feedback
extensively support the educational institution to
make better decisions for improvisation. In most of
the existing research works, the performance can be
analysed but suitable solution recommendation is
not provided. Also, the existing recommendation
works fail to generate accurate outcomes, consumes
more time with higher error rates. Hence on
diminishing the existing issues, this research work
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presents a  data  science-based  solution
recommendation model based on hybrid deep
learning approaches. Fig. 1 explains the schematic
representation of suggested workflow.

The student feedback data is collected from
online Kaggle source. Additionally, some of the
attributes and recommendation solution are
manually added in the dataset to process this
research work. The steps involved in student
feedback-based solution recommendation model are
listed as follows.

o Pre-processing
o Feature - Extraction
o Feature - selection
o Feature - Clustering
o Performance - prediction
o Recommendation
Initially, pre-processing is carried using

stemming, tokenization, case folding and stop word
removal. The characteristics are extracted from the
pre-processed data using ELexBert model. The most
relevant features are selected wusing ACoaT
algorithm. The selected features are clustered into
diverse groups based on feature similarity using
Uden_KMC model. From the generated clusters, the
performances of educational institution based on
student feedback are predicted and suitable solutions
can be recommended based on that prediction. This
can be performed using a novel hybrid DL model
called ChaBD-BiL. Here, Channel Block dense net
is used for prediction where the educational
feedback given by the student can be predicted as
good, not bad and poor. Based on the predicted
outcomes, Dilated Convolution BiLSTM
recommends for a suitable solution to overcome the
issues.

4.1 Text pre-processing

The gathered input text data is subjected to
abundant irrelevant data that highly declines the
quality of text and overall system performance. To
attain enhanced performance, significant input text
data is necessary and so text data pre-processing
[26] is initially carried out in the proposed DL
model. Through pre-processing, structured text data
can be attained that is significantly crucial for
precise recommendation system. In the proposed
recommendation model, steps like stemming,
tokenization, case folding and stop word removal
are used for pre-processing the text data. The
explanation of every pre-processing step undertaken
are clearly described as follows.
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Figure. 1 Block architecture of proposed model

4.1.1. Case folding

Case folding process is performed in the
proposed model to convert the letters from text
documents to corresponding lower or upper case. In
text pre-processing, case folding has been utilized to
convert letters into lowercase format.

4.1.2. Tokenization

The process of tokenization is considered as one
of the most effective tasks in text data processing.
The process of separating a sentence, paragraph,
entire text or phrase into small units or words is
called as tokenization. The smaller units separated
from text data are said to be tokens. In text language
processing, the words that determine character string
must be recognised and so tokenization process acts
as a significant step. An instance of tokenization
process performed in the text data are insisted in Fig
2.

4.1.3. Stop word removal

Removal of stop words from text data tends to
be a crucial process that is undertaken during pre-
processing stage. The major objective of stop word
eradication is to remove the words that are usually
found through the textual data. Essentially in
pronouns, English verdicts, articles, and prepositions
present in the given data are considered to be stop
words. In text mining-based applications, stop word
removal is carried out for analysing relevant words.
An example for stop - word - removal for the given
text input data is established in Table 1.

4.1.4. Stemming

The process of producing morphological variant
of base word is known as stemming. Stemming
assists in reducing a word over its corresponding
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| Social media is the biggest platform |

I It connects people across the world |

I More benefits can be attained through sharingl

v

| Tokenization |

ﬁi
| Social' | medial | is | | thcl | biggest l |platform|

|c0nnects| [peoplel |across| | worldl
| attained ” through ” sharing l

Figure. 2 Instance of Tokenization process

Table 1. An example for stop — word - removal

A text sample with stop Text after stop word
words removal

He wishes to eat an apple  “Wish”, “Eat”, “Apple”

The dress appears very
pretty

“Dress”, “Appear”, “Pretty”

How to deliver a book in  “Deliver”, “Book”, “Office”

office

CLINT3

The woman brings bag on “Woman”, “Bring”, “Bag”,
her hands “Hand”

Table 2. An instance for Stemming

Sample word After Stemming
Connecting Connect
Introducing Introduce

Call Call
Building Build

word stem that merges the root words. An instance
of stemming dependent upon the sample word is
given in Table 2.

4.2 Feature extraction

Feature extraction is the process of identifying
important features from pre-processed text material
to improve performance overall. The principal
objective of feature extraction is identification of
relevant features for enhancing the recommendation
efficiency. Various Deep Learning models can be
applied for Feature extraction [38]. In DL model,
BERT [27] is considered as one of the significant
word embeddings and it can efficiently learn the
word contexts. To enhance the efficiency of BERT
model further, ELexBert is employed in the
recommended model. The design idea of ELexBert
model is to utilize Lexicon selected N-grams,
convert lexicons into vectors and apply BERT
embedding algorithm to obtain a relevant set of
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Tokenized words

| W1 I | W2 | | w3 w4 | L Inputlayer
| Lexicon selected N-grams |
Y v
|WL1| |WL2J0 ° o WLNJ
BERT Embedding
layer

| EL1 I | EL2 ELN|

Figure. 3 ELexBert model representation

features. The architecture of the proposed ELexBert
model can be seen in Figure 3.

The N-grams denote the combination of words
from a sentence that generates a markovian process
and is used to determine the subsequent word in a
string of words. Also, it generates co-occurrence of
words from text in a more significant manner. For
instance, the N-grams considered from the sentence
is given as follows.

Sentence = {W1,W2,W3, ..., WN} )

From the above expression, WN denotes the
number of N- gram words. For diverse values ofN
(uni - gram, bi — gram), the set of lexicon selected
N-grams get varied. For example,

ForN=1, N1 ={W1,W2,W3,..,WN} (2)

ForN =2, N2 =
{W1_W2,W2_W3,W3_W4,..., WN—-1_WN} (3)

With the utilization of N-grams, it is applicable
to choose a section from overall input text. This
condition guarantees that the relevant words can be
utilized when constructing the text vectors. Every
word is converted into vectors using Lexicon to
vector approach. To obtain better representation of
vectors, a transformer structure is used by the BERT
model to acquire contextual knowledge. The model
makes extensive use of a multi-headed self-attentive
mechanism to mine the data.

4.3 Feature selection

Feature selection is the process of eliminating
duplicate and unnecessary information from a
dataset using evaluation criteria to increase accuracy
[35]. The use of metaheuristic algorithms has been
crucial in the solving of complex issues [36]. The
higher dimensionality features may tend to
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maximize the computational complexity whereas
precise outcomes cannot be obtained. Hence from
the extracted features, the most optimal features of
diverse text attributes are chosen using ACoaT
algorithm.

Each process in the algorithm is described with a
detailed formalisation in Eq. (4) to Eq. (14). The list
of annotations used in this model are shown below.

Z, position of the feature in search

space

Z,q value of the feature

X Number of features

F objective function

Iguana search space position of iguana

Low , Upp lower and upper bounds of the
decision variable

T iteration counter

T, tent chaotic map

t maximum number of iterations

The Coati optimization algorithm [28] is

developed on analysing diverse coati behaviours.
The coati positions or the features are initialized
randomly using the below expression.

Zy:7pq = Lowg + Random(Uppq - Lowq),
wherep = 1,2,3,...,X, q=1,2,3,..,, 4)

Here, Z, indicates the position of pPfeature in
search space, z,q symbolises the value of qth

variable and X specifies the number of features.
Lowg and Uppy signifies the lower and upper bound

of q'" decision variable. Random represents the
random real number between the range 0 to 1.

The strategy of attacking and hunting iguanas

The initial stage, known as the exploration phase,
modifies the search space's properties while using
the fitness function of minimised error rate. The
place of best solution among the features is
considered as the iguana position. According to
popular belief, some coatis climb the tree while
others wait for the iguana to fall. The following can
be used to indicate how coati's position is updated at
each iteration.

t+1, ,t+1 _
Ly "iZpq =

Zpq + Random(Iguanag — 8.zp4),
wherep =1,2,...[X/2],q=12,...,Y (5)
From the above expression, & specifies the

integer chosen randomly as equal to 1 or 2. The

iguana is placed in an arbitrary location inside the
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search area as it hits the ground. The coatis move
and are replicated in the following expressions
based on it.

Iguanag: Iguanag =
Lowg + Random(Uppy — Lowy),
Whereq =1,2,3,...Y (6)
T1..,T1 _
Zp tZpq =
Zpq + Random(Iguanag — 8.7, ),
FlguanaG < Fp
q
Zpgt Random(zp,q — lguanaG),
else,
X X
forp = lEJ +1, lEJ + 2,
..Xandq=12,..Y

(7

If the new coati position meets the fitness
function, it can be updated at a reasonable cost; if
not, the original position is retained. The revised
strategy for p = 1,2,....Xis simulated using the
below given expression.

T1
Zy = {Zp ‘
P Z

From the above expressions, Zgl denotes the

new position estimated for pth coati, Zg}l denotes

T1
Fpt <Fp
else

®)

D

its @™ dimension, Fgl indicates the objective

function and Iguana indicates the search space
position of iguana. Iguanag shows the iguana
position on ground. Figyana,indicates the objective
function value, |.] represents the greatest integer
function.

The technique of escaping from predators

The animal flees from its place during the
exploitation phase when it is attacked by a predator.
In order to replicate the updating behaviour, a
random position is generated in close proximity to
the current coati location, as stated below.

LOW(Liocal — LO;’VQ U aocal — UI?qu ’
WhereT = 1,2,3, ...t ®
Zp%:2p% = 2,4 + (1 — 2random).
Lowll,;oCal +
Random(Uppp°@! — Lowjecal) /
wherep=1,2,..,X, q=12,..,Y (10)

The newly estimated point is adequate if it
enhances the actual function value and the
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requirement simulates using the below given
expression.

T2 T2
, (B <K an
p Z,, else

The new position estimated for p™coati based
on exploitation phase is denoted as ZIT,Z . The

q'™ dimension is denoted as Z}%, Fi2denotes the

P.q>
objective function value, T indicates the iteration
counter, Low'&ocaland Upp]docalrepresents the lower

and upper bound of q™ decision variable. The
ACoaT algorithm 1is utilised to improve the
efficiency of selection performance. Tent chaotic
map is used in the initialization strategy to swap
random generation, and equation (4) can be
rephrased as follows:

Zp:Zpq = Lowg + T¢ (Uppq - Lowq),
wherep =1,2,3,...,X, q=123,..,Y (12)
T¢ t

o Tent" € (0,k)

1-Tt t
r— Tent" € (k, 1)

t+1 _
T =

(13)

The coati position is adjusted using T. tent
chaotic map that assists to enhance the global
searching performance. During the attack phase, the
coati position is updated by the dynamic weight
factor p. At the iteration end, preduces adaptively
where the coati performs a well local searching by
maximizing the speed of convergence. Equation (7)
can be reframed as below.

T1.,T1 _
Ly 1Zpq =
215 —201-%
_ e T —e T
N 62(1—%)+e—2(1—%)
a_
Zpq T Random(Iguanag — &. zp_q), (14)

FIguanaG < Fp
Zpq + Random(z, 4 — Iguanag ), else

The iteration counter and the maximum number

of iterations are represented by the expression above.

By selecting only, the most relevant features for
prediction, this technique helps to solve the
dimensionality problems by identifying the best
features. One of the research works reiterates that,
contrary to many other metaheuristics, interacting
with as many individuals as possible has been
shown to be more effective than doing so with only
a limited group of people [40].
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4.4 Grouping of features

The selected features are clustered into diverse
groups based on feature similarity using
Uden KMC model. The K-means Clustering
Algorithm (KCM) [29] is a separation-based cluster
analysis approach. The initial step of KCM is to
choose R number of objects or features as primary
cluster centres. Assign each data point to the cluster
associated with the nearest centre. The average of all
data points assigned to each centroid is calculated.
This average becomes the new centroid for the
cluster. Each centroid is moved to the mean of its
associated data points. The process is repeatedly
carried out wuntil a better convergence is
accomplished. The KCM is extremely delicate over
principal cluster centres and hence the clustering
results vary based on principal cluster centres. This
influences the mean point valuation, diverges the
cluster center and so declines the clustering result.
Hence, Uden KMC approach is employed for
clustering in the proposed method.

In density based outlier detection, k- nearest
neighbour (knn) distance and k-neighbourhood of
every object is created primarily by Local Outlier
factor (LOF). The distance between every object in
its k-neighbourhood is estimated. Finally, the local
outliers are identified by LOF and the outlier
detection process is given as follows. The list of
annotations used in Eq. (15) to Eq. (19) are shown
below.

u object

(w,v) KNN distance

n Number of Features

Lde Local Density Estimator

LOF Local Outlier Factor

r Number of Features as primary cluster
centers

R number of objects or features as primary
cluster centres

Step 1: Estimate the knn distance as (u, v)(v €
Ni(u)) of every object u. The distance (u,v) is
expressed as the straight distance connexion
between objects uandv,

Distance =

J(al — b))%+ (a; —by)? +

(15)

In the above expression, nrepresents the number
of features.

Step 2: Assess the object density of uand it
replicates the neighbourhood data distribution
represented as the reciprocal of knn mean. The knn
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local density of wis indicated below. ‘r’ is the
number of features as primary cluster centres.

1

Lde(u) = _1—2£:1Dist(u’v) (16)
Where Lde is Local density estimator.
Step 3: Estimate the LOF value ofu.
r Lde(w)
LOF(u) = ——e (17)

Where LOF is Local Outlier Factor

The knn local density of uis indicated as Lde(u)
and LOF(u) replicates the extent of uas an outlier. If
LOF(u) is particularly greater than 1, usubjects to be
isolated and so the object is not considered. The
generated features are clustered using Uden KMC
model and the procedure is listed as follows. The
features to be clustered are C{fi, f5,.... f} and the
output is to accomplish ‘n’ number of clusters. In
Uden KMC model, LOF(u) is evaluated using
equation (17) and if LOF(u) value is greater than
one, the isolated points are eradicated. The mean of
F features is estimated as the first cluster center
which is given as follows.

1
Fy =235, W, (18)

Evaluate the following cluster center and then
assess the distance between cluster center and
residual points using the below expression.

M, = SR, Max(z}_; — [[W, — W;[|I>,0)  (19)

From the above expression, W, indicates the
sample point whose M, is the largest upcoming
cluster center. Assess the distance between every
Wobject, cluster center and allocate to the nearby
cluster. Repeat the distance and mean calculation
until active convergence is accomplished. Through
Uden_ KMC model, the isolated feature points are
lost from the data and the similar features of student
review data can be grouped into diverse clusters.

4.5 Recommendation model for better solutions

From the generated clusters, the performances of
educational institution based on student feedback are
predicted and suitable solutions can be
recommended based on the prediction. This can be
performed using a novel hybrid DL model called
ChaBD-BIiL. Here, Channel Block densenet is used
for prediction whereas the educational feedback
given by the student can be predicted as good, not
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bad, and poor. Based on the predicted outcomes,
Dilated Convolution BiLSTM recommends for a
suitable solution to overcome the issues. The
BiLSTM model effectively addresses the issues of
parameter count and data stability [37]. Fig. 4
describes the schematic representation of proposed
ChaBD-BiL model.

The DenseNet-201 construction learns the
attributes by utilizing its learnable weights. It is
parametrically effectual because of likelihood of
feature reuse using diverse layers. Straight links are
obtainable from all preceding layers through
following layers to indorse connectivity. In order to
effectively optimise features, CBAM(Convolutional
Based Attention Module), an efficient attention
module, infers the attentional map along channel
and spatial dimensions. To obtain weighted results,
the characteristics are first passed via the channel
attention module and then the spatial attention
module to obtain the final weighted results. The list
of annotations used in Eq. (20) to Eq. (29) are
shown below.

F Feature map

C(F) Channel attention module
S(F)  Spatial attention module

A Sigmoid function

AP Average Pooling function
MP Maximum Pooling function
MLP  Multi layer perceptron

w Weight matrix

B Bias factor

The following is the evaluation formula for the
channel and spatial attention modules.

C4(F) = A(MLP(AP(F) + MLP(MP(F))) (20)

Su(F) = A (F (Concat(AP(F), MP (F)))) Q1)

From the above expressions, F indicates the
feature map, C4(F) denotes the channel attention
module and S4(F) indicates the spatial attention
module, A represents the sigmoid function, AP
indicates average pooling function, MLP indicates

Multi — Layer Perceptron and MP represents
maximum  pooling function. The feature
concatenation can be expressed as below.

Fl = N,([F°,F1,.....,FI"1]) (22)

From the above expression, N;(.)signifies the
non-linear transformation that is represented as a
composite function including Batch Normalization
(BN), ReLU, Convolution and CBAM. The
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BN+ BN+ BN+ BN+
ReLU+ ReLU+ ReLU+ ReLU+
Conv+ Conv+ Conv+ Conv+
CBAM CBAM CBAM CBAM

Transition
layer

Pooling

Input =
features

[ i—‘ outcomes
BiLSTM
model
o] [o] [o] (o]
. ) ° o "o el
Dilated convolution ° ° ° ol
block - — - -
o] [o] _,[0] (o]
— : : N : : * Output
e o o o solutions
o] o] _.[o] o]
[ ] o o (1%
ol ! o e 1)
Backward layer Backward layer
(a)
Channel Spatial
attention attention
module module
Features fF— ﬂ Refined
y | outcomes
()
Figure. 4 Model architecture of (a) ChaBD-BiL (b)
CBAM module

amalgamation of feature maps equivalent to layer 0
to I — 1can be designated as[F°, F1,...... FI=1]. For
the purpose of down sampling, dense blocks
comprising of BN, convolutional, ReLU, CBAM
and average pooling layers are produced. The
pooling layer slowly reduces the size of feature to
diminish the parameters and prediction complexity.
The grouping of feature maps from dense block is
carried out and the dimensions are minimized
through the transition layer. Finally, the features can
be predicted into good, not bad and poor. From this,
the performance outcomes of educational institution
can be predicted based on the student review data.
Corresponding to the predicted outcomes, the
solutions can be recommended using Dilated
Convolution BiLSTM to enhance the educational
institution performance. The dilated convolution can
subjectively increase the receptive field of small
convolution kernels to enhance the recommendation
accuracy. Without maximizing the number of
parameters, the Dilated Convolution BiLSTM can
sample the underlying feature maps. The neurons
present in the LSTM [30] model comprises of output
gate, input gate, forget gate and memory cell. The
forget gate is used for data identification from the
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previous statem,_; that is not to be remembered
based on current input.

di = ¢(Wyque + Wygme_1 + By) (23)

From the above expression, ¢ means sigmoid
activation function, W,,zindicates the weight matrix
between u;andd;. W, signifies the weight matrix
betweenm;_; andd,. The trainer input at timetis
indicated asd;, output of previous hidden layer is
meant as m;_qand the bias factor is given asBj.
Similarly, the input gate can be expressed as follows.

e = p(Wyetiy + Wyemy_1 + B,) (24)
The output gate can be mathematically
expressed as follows.
ge = ¢(Wugut + Vvamt—l + Bg) (25)

The final results of LSTM cell are cell output
state(C;) and layer output (m;) which can be given
as follows.

C,=d; Q@ Ciy +e,QC; (26)
my = g @ tanh (Cy) (27

The intermediate cell input state is meant as C,
and it can be expressed as follows.

C, = tanh (W,.z, + W,;m,_; + B.) (28)

As, LSTM cannot use the suitable information,
BiLSTM includes both LSTMs that assimilate
information from mutual directions. The forward
LSTM directs the input from left to right and
evaluates the hidden state ( m, ) based

onz;andm; — 1. The backward LSTM directs the
input from right to left and examinesm hidden state

based onztandrgt — 1. In a BiLSTM network, the
forward and backward parameters are unrelated to
one another. The final hidden state of BiLSTM
model integrating the forward and backward
directional vector at time (t) can be expressed as
follows.

m; = [mg,m] (29)
Through the proposed ChaBD-BiL model, the

solutions like minor improvements are required, no
further improvement required and need to improve a
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Table 3. Hyper parameter details
SIL. No Hyper-parameters Proposed
model
1. Batch size 60
2. Initial learning rate 0.0001
3. Learning algorithm Adam
4. Maximum epoch size 100
5. Activation function ReLU
6. Maximum iteration 100

lot can be recommended effectively. Based on the
recommendation decisions obtained from student
review data, the educational institution can promote
appropriate actions.

5. Results and discussion

The proposed ChaBD-BiL model is explored
with varied stages like pre-processing, feature
extraction, selection, clustering, and
recommendation. The experimental outcomes of the
proposed ChaBD-BiLL model are signified in this
section. The performances of the proposed model
are evaluated using PYTHON simulation platform.
Various existing approaches are associated with the
recommended model to evaluate the performance.
The dataset details, description of the performance
metrics and its mathematical formulation,
performance analysis and analogy are established in
the succeeding sections. Combining and changing
the different parameters can affect the accuracy of
the machine learning algorithms [33]. Table 3
illustrates the hyper parameter setting of suggested
model.

5.1 Dataset description

Student review dataset is utilized in the proposed
model and has been collected from online Kaggle
source given as follows
https://www .kaggle.com/datasets/brarajit18/student-
feedback-dataset?resource=download . The dataset
is acquired from North India students belongs to a
prominent university. The overall institutional report
is gathered based on the student feedback data. The
dataset includes six categories like course content,
teaching, library facilities, examination, lab work
and extracurricular activities. In addition to the
dataset some attributes like accommodation
facilities, hostel food facility, transport facility,
cleanliness, canteen, prediction outcomes and
recommendation solution are added manually.
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Table 4. Performance metrics and its formulation

Performance Metrics Description Mathematical formulation
Accuracy A= W+X
W+X+Y+7Z
Accuracy can be defined as the W -True positive,
total of true positive and false X -True negative,
metrics added to the total of true Y -False positive,
and false metrics. Z -False negative.
Kappa The stability of prediction and K Ao — ¢
employment of probabilistic 1— 4
assessments amongst the Ao- Score agreement between
predictable scores in case of predicted and actual value
agreement and disagreement is Ag- Score disagreement between
terms as Kappa Score. actual and predicted ones.
Specificity is the quantity of SPE = X
Specificity negative results to the total X+Y
sample that are actually negative. X -True negative,
Y -False positive,
PPV «* TPR
F1 score The combination of precision and F1§5=2x PPV + TPR
recall to a single value is termed
an F1 score. PPV - Positive predictive value
TPR -True positive rate
Sensitivity Recommendation outcomes are SEN = W+ 7
highly sensitive if the data W -True positive,
produces positive cases. 7 -False negative.
MAE The prediction error between ZpM=1|xp — yp|
predicted and actual outcomes is MAE = M
called MAE. x -Predicted value,
y -Actual value
M-Total samples
RMSE 2
RMSE designates the standard Zple(xp - yp)
deviation of recommendation RMSE = M
€ITorS. x -Predicted value,
y -Actual value
M-Total samples

5.2 Performance metrics

The proposed recommendation model can be
evaluated on considering diverse metrics like
Accuracy, Sensitivity, Specificity, F1 score, Kappa,
mean absolute error (MAE) and Root mean square
error  (RMSE). The performance metrics are
described with its mathematical formulations for
examining the proposed performance in Table 4.

International Journal of Intelligent Engineering and Systems, Vol.17, No.4, 2024

5.3 Baseline model comparison analysis

The Proposed model is associated with several
existing approaches to prove the superiority of the
proposed approach. The existing methodologies like
auto encoder (AE), deep convolutional neural
network (DCNN), bidirectional gated recurrent unit
(BiGRU) and BiLSTM are considered for
comparison. The performance outcomes in terms of
diverse evaluated metrics like Accuracy, Sensitivity,
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Table 5. Performance comparison analysis

Performanc Techniques
eoutcomes | AE | DCNN| BiGRU | BiLSTM| Propose
(%) d
Accuracy | 88.10 89.90 91.71 93.15 98.19
Sensitivity | 78.78 87.14 89.00 90.63 97.41
Specificity | 79.97 89.58 90.45 92.66 98.25
Flscore | 68.14 72.48 74.49 76.52 91.28
Kappa 4459 7117 71.80 75.33 91.28
MAE 0.18| 0.16 0.13 0.11 0.03
RMSE 0.42| 043 0.37 0.37 0.21
100
80
S
& 60
z
E
< 40
= BN Accuracy
e Specificity
20 N F1 Score
N Kappa
e Sensitivity
0 AE DCNN BIiGRU BILSTM  Proposed

Figure. 5 Performance Comparison of recommendation
models

Specificity, F1 score, kappa, MAE and RMSE are
showed in Table 5.

From the below table, it can be obviously
analysed that the proposed model obtained better
performance outcomes compared to the existing
approaches. The performance of the proposed model
is analyzed by comparing to the existing models like
AE, DCNN, BiGRU and BiLSTM.

The above graphical represents clearly that the
accuracy of proposed ChaBD-BiL model in solution
recommendation based on the student review data is
98.19%, sensitivity as 97.41%, specificity as
98.25% and F1 score as 91.28%. Better accuracy
rate can be obtained by focussing over the most
appropriate features through effectual procedures for
processing text data. Improved training ability and
only slight errors are perceived by handling optimal
features. The existing models like AE, DCNN,
BiGRU and BiLSTM has accomplished less
performance than the proposed model because of
certain drawbacks like huge accumulation of
features, high testing time, less convergence and less
feature learning capability. Figure 6 (a)-(b) indicates
the performance attained by the proposed and
existing techniques in terms of MAE and RMSE.

For an enhanced recommendation model, the
MAE and RMSE value must be less. The MAE and
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Figure. 6 Error performance analysis: (a) MAE and (b)
RMSE
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Figure. 7 ROC analysis of Existing & Proposed models

RMSE performance of proposed ChaBD-BiL model
and existing models are analysed.

From the above graphical representation, the
proposed RMSE is attained to be 0.21 and MAE as
0.03 respectively. When compared to the MAE and
RMSE value of proposed model, existing models
attained increased error rates. Because of the use of
incapable features, the existing models are highly
prone to increased error rate. Hence, it can be
justified that the proposed model has obtained lesser
rates of MAE and RMSE. Fig. 7 illustrates the ROC
curve analysis of proposed and existing models.

The ROC curve is examined in terms of false
positive rate (FPR) and True positive rate (TPR).
The optimum cut-off depicts the supreme TPR or
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Figure. 9 Accuracy Vs Batch size performance analysis

sensitivity with least FPR or specificity. The ROC
curves are often investigated to expose the trade-off
between TPR and FPR for every probability. It
designates the efficacy of recommendation model
and it denotes the degree of ability in predicting the
feedback performance. Higher the rate of ROC
indicates better the performance of recommendation
model. Fig. 8 depicts the testing time analysis of
Proposed and Existing methods in terms of student
feedback dataset.

When comparing the testing time of proposed
ChaBD-BiLL model with existing approaches, the
proposed testing time is highly lesser than the
existing methods like AE, DCNN, BiGRU and
BiLSTM. The testing time performance is analysed
by varying the epoch size from 0 to 100. The
proposed recommendation model has attained 14.17
seconds for testing whereas the existing AE
obtained 31.71 seconds,

DCNN as 28.59 seconds, BiGRU as 28.11
seconds and BiLSTM as 15.14 seconds respectively.
Because of huge accumulation of features, degraded
learning ability and less convergence, existing
approaches obtained enhanced testing time. Through
this analysis, It is clearly evident that the proposed
algorithm offers a better performance. Fig.9
indicates the accuracy performance by varying the
training batch sizes.
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The batch size is denoted as the amount of
training data required for single iteration. The
suggested model analyses the performance of
accuracy under varying batch sizes and, the obtained
outcome is compared with different existing
techniques. The performance of proposed model is
analysed by varying the batch size from 20 to 100
whereas higher accuracy is attained when the
training batch size is set to be 60.

5.4 Accuracy and loss evaluation measures

The accuracy and loss of the proposed ChaBD-
BiL model for solution recommendation are
analysed with testing data. In the proposed research
work, 80% of data is used for model training and
20% is utilized for model testing. The accuracy and
loss performance obtained during testing stages in
processing student review data are provided as
follows. Figure 10 (a)-(b) indicates the testing
performance analysis in terms of accuracy and loss.

To evaluate the learning performance of the
commended ChaBD-Bil. model, the Accuracy and
loss curves are analysed. The accuracy and loss
under testing phases are assessed by varying the
epoch size from 1 to 100 consecutively.
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Figure. 10 Testing curve analysis: (a) Accuracy and (b)
Loss
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Due to increased epoch size, increase in
accuracy and decrease in loss may happen. The
existing models like AE, DCNN, BiGRU and
BiLSTM are analysed with respect to testing data.
The testing phase of these existing methods were
found to be slower than the proposed model and so
reaching of greater accuracy is complicated. The
existing models consumes more time for testing and
so the computational time tends to be high. In the
loss curve, the proposed testing loss gets diminished
in case of increased epoch size. When compared
with the existing architectures, the proposed
recommendation model obtains higher accuracy
with condensed loss. High losses are attained in the
existing approaches because of increased time
complexity, degraded training ability and
convergence issues.

6. Conclusion

In the proposed research work, precise
recommendation of solutions can be obtained based
on the student feedback data to enhance the
educational institution performance using novel
approaches. Here, student feedback data was
collected from Kaggle source and some of the
attributes were added manually. The text data was
pre-processed using Stemming, Tokenization, case -
folding and stop - word - removal procedures.
Effective features were extracted using ELexBert
model and the most significant features were
selected using ACoaT algorithm. The selected
features were clustered using Uden KMC model
based on feature similarity. A novel hybrid DL
based ChaBD-BiL model was employed for
recommending better decisions. The drawbacks like
degraded training ability, overfitting, time
consumption and convergence issues were
overcome through efficient learning of input data.
The recommendation performances are analysed
using PYTHON simulation platform whereas the
overall accuracy of 98.19%, specificity of 98.25%,
F1 score of 91.28%, sensitivity of 97.41% and
Kappa score of 91.28% are obtained. Lesser rates of
MAE as 0.03 and RMSE as 0.21 were obtained due
to effective utilization of optimal features. Also, the
testing time was less in recommending an
appropriate solution for the input data. In future, the
proposed work can be extended further with the
utilization of larger datasets. Also, the consideration
of features will be more optimal with the adoption
of enhanced hybrid optimization strategies to
enhance the recommendation accuracy.
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