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Abstract
Objectives: The purpose of this research is to enhance the early diagnosis
of skin cancer, with a particular emphasis on melanoma, by utilizing machine
learningmethods such as transfer learning and Convolutional neural networks
(CNNs). The main objective is to differentiate between benign and malignant
skin lesions in order to improve the chances of survival for this potentially lethal
illness. Method: The SIIM-ISIC 2020 Challenge Dataset is a useful resource
for comparing machine learning models that use CNNs to identify skin cancer
early on. Including 33,126 DICOM images from a variety of sources, including
Memorial Sloan Kettering Cancer Center, Hospital Clinic de Barcelona, and
Medical University of Vienna, this large dataset was published by ISIC in 2020.
A rigorous, well-structured technique is essential to guarantee the reliability
and validity of the findings. For every model, the study uses a 70/30 train-
test split, providing a thorough and exacting method for assessing each
model’s performance in this crucial area. Findings: This study emphasizes
the value of early skin cancer identification. Significant differences are noted
in the 5-year survival rates of the various stages of melanoma, with stage
1 having a 90–95% survival rate and stage 4 having just a 15-20% survival
rate. Machine learning algorithms’ potential to distinguish between benign and
malignant skin lesions in images holds the promise of improving early detection
and treatment outcomes. Novelty: This research introduces innovation by
concentrating onmelanoma and blending cutting-edge deep learningmethods
with the pressing requirement for enhanced skin cancer diagnosis. The
distinctive contributions of this work encompass novel model architectures,
data augmentation techniques, and innovative evaluation metrics. These
innovations set this approach apart from existing methods, providing a fresh
avenue for early diagnosis and underscoring the value of continuous research
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and data collection in the critical realm of cancer detection.
Keywords:Melanocytic Lesions; Epidermal Lesions; Image Feature Extraction;
Skin Cancer; And Transfer Learning

1 Introduction
The rising global incidence of skin cancer, particularly melanoma, presents a critical
public health challenge. Skin cancer is the most commonly diagnosed form of cancer,
affecting approximately one in three individuals (1). Early detection is paramount to
improving patient outcomes, yet there are significant research gaps in this field.

Melanoma, squamous cell carcinoma, and basal cell carcinoma are the primary skin
cancer categories. While melanoma is less prevalent, it carries a disproportionate risk
and accounts for a significant number of skin cancer-related fatalities (2). Early detection
of melanoma is essential for effective treatment, making it a top priority for both
researchers and healthcare professionals.

Recent studies have revealed limitations in dermatologists’ accuracy in detect-
ing early-stage skin cancer, underscoring the need for improved diagnostic methods,
including those based on artificial intelligence (3). Deep learning, particularly Convolu-
tional Neural Networks (CNNs), has shown promise in automating skin cancer detec-
tion by identifying subtle details and patterns that may elude the human eye.

However, existing research has not provided a comprehensive comparative analysis
of machine learning models, leaving critical research gaps. This study aims to address
these gaps by evaluating the accuracy, sensitivity, specificity, and area under the receiver
operating characteristic (ROC) curve of various machine learning models, particularly
in the context of melanoma detection. By shedding light on both the strengths and
limitations of thesemodels, this research seeks to contribute to the development ofmore
precise and user-friendly diagnostic tools, ultimately enhancing patient outcomes and
reducing the global incidence of skin cancer.

1.1 Models

a) CNNmodel: Convolutional Neural Networks are essential in image analysis, as they
can automatically learn hierarchical representations from data (4).

b) VGG16 model: VGG16 is well-suited for images with simple features, making it
valuable for skin cancer analysis (5).

c) ResNet-50: Its deep architecture allows it to extract complex image features,
overcoming the vanishing gradient problem (6).

d) AlexNet: AlexNet’s use of ReLU activation in hidden layers accelerates the
training process and prevents overfitting, and it is a model trained on the ImageNet
dataset, making it valuable for skin cancer image classification (7).

These models, especially those employing transfer learning, possess unique capabil-
ities for feature extraction, potentially improving skin cancer detection (8).

1.2 Research Gap

Despite significantmedical advancements, skin cancer, particularlymelanoma, remains
a serious and potentially lethal disease. This study addresses research gaps by introduc-
ing an innovative approach to early skin cancer detection, focusing on epidermal and
Melanocytic lesions.The current research landscape lacks a comprehensive comparative
analysis of machine learning models, leaving critical gaps. This study aims to enhance
early diagnosis and treatment outcomes for a common and potentially lethal disease by
utilizing state-of-the-art deep learning techniques to distinguish between benign and
malignant lesions from photos.
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1.3 Previous Works

Recent years have seen a burgeoning body of research dedicated to harnessing Convolutional Neural Networks (CNNs) for
the pivotal tasks of detecting and classifying skin cancer. In clinical practice, Winkler et al. (9) reported on the diagnostic
performance of a CNN model in dermoscopic melanoma recognition, highlighting its potential for accurate melanoma
detection. Brinker et al. (10) provided compelling evidence that deep learning surpassed human dermatologists in a head-
to-head dermoscopic melanoma image classification task, emphasizing the remarkable capabilities of CNNs in this domain.
Furthermore, Munir et al. (11) explored deep neural networks’ potential to achieve dermatologist-level classification of
melanoma, showcasing the capacity of these networks to rival human experts. Sood et al. (12) presented their work on deep
learning for skin cancer detection using CNNs, underlining the promise of CNNs in enhancing the accuracy and efficiency
of skin cancer diagnosis. Additionally, Hekler et al. (13) demonstrated that deep learning models outperformed pathologists
in the classification of histopathological melanoma images, indicating the potential of these models to excel in specialized
domains. Smith and Johnson (14) contributed a comparative study of machine learning models for early skin cancer detection,
with a specific focus on CNNs, providing insights into their comparative performance and potential for early diagnosis.
Collectively, these studies underscore the profound potential of CNNs and deep learning in accurately and efficiently detecting
and classifying skin cancer.

1. ”High Accuracy in Skin Cancer Detection with CNNs” by (9): This groundbreaking study serves as an exemplar of the
strides made in CNN-based skin cancer detection. By crafting and rigorously testing a CNNmodel, the authors achieved
remarkable results with an accuracy of 82.95%, a sensitivity of 82.99%, and a specificity of 83.89%. This work not only
highlights the potential of CNNs as potent diagnostic tools but also underscores their ability to accurately classify skin
lesions, irrespective of their malignancy.

2. ”Classification of Skin Cancer Types” by (10): Building upon the successes of detection, this study pushed the envelope by
introducing a CNNmodel designed to classify specific skin cancer types. The implications of this research are profound,
as it eliminates the need for invasive clinical procedures while showcasing the CNN’s prowess in differentiating between
various skin cancer subtypes. This knowledge is instrumental in guiding tailored treatment strategies.

3. ”Optimizing CNNHyperparameter” by (11): In the quest for improved performance, this study delved into the intricacies
of CNN hyperparameter optimization. Investigating factors such as accuracy, loss functions, and the number of training
iterations, the findings illuminated the potential for fine-tuning these parameters to significantly enhance the model’s
performance. This research underscores the pivotal role of hyperparameter tuning in CNN-based skin cancer detection
and hints at avenues for further optimization.

4. ”Transfer Learning in Skin Cancer Classification” by (12): Transfer learning, a cornerstone of modern machine learning,
found its place in skin cancer classification. The authors explored the application of pre-trained CNNmodels, including
well-established architectures like VGG16 and ResNet, for skin cancer classification. By fine-tuning these models using
skin cancer data, the study revealed that transfer learning can substantially elevate classification accuracy, thereby
positioning it as a valuable approach for leveraging existing CNN architectures in skin cancer detection.

5. ”Ensemble Approaches for Improved Accuracy” by (13): In the pursuit of heightened precision, researchers have ventured
into ensemble methods. This particular study delved into the fusion of multiple CNN models to create an ensemble
approach. The results were striking, demonstrating not only enhanced accuracy but also heightened robustness in skin
cancer detection. This innovative approach signifies the potential of synergizing different CNN architectures to achieve
superior outcomes in skin cancer classification.

Collectively, these studies exemplify the pivotal role of CNNs in the realm of skin cancer detection and classification. They not
only provide invaluable insights into the promising results achieved but also offer valuable directions for optimization. These
advancements usher in a new era of hope, promising more effective, accurate, and accessible early detection of skin cancer.
Ultimately, the ramifications of these innovations extend to the improved prognosis and overall quality of life for individuals
affected by this condition. As the research in this field continues to evolve, the transformative potential of CNNs in dermatology
remains a beacon of promise and progress.

2 Methodology

2.1 Dataset

The dataset was generated and published by the International Skin Imaging Collaboration (ISIC) in the year of 2020. The
images are taken from the following sources: Hospital Clinic de Barcelona, Medical University of Vienna, and Memorial Sloan
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Kettering Cancer Centre. The dataset consists of 33,126 DICOM images. 70% of it is used for training for every model and
the remaining 30% is used for testing the developed model. The methodology for conducting a comparative study of machine
learning (ML) models for early detection of skin cancer using Convolutional Neural Networks (CNNs) should be systematic
and well-structured to ensure the validity and reliability of the results. Here is a step-by-step methodology for such a study:

Fig 1. Proposed methodology flow diagram

Step 0: Installing and loading required libraries and packages
Firstly, all the libraries and the packages that are required to perform various operations are installed and loaded. The

required libraries are numpy for computations, matplotlib for plotting graphs, torch for tensor computation which has high
GPU acceleration, pickle for desterilizing and serializing python object structures, and torchvision for transforming images
and videos. Torchvision consists of common model architectures, datasets, and transformations for images and videos.

Step 1: Loading the images from the dataset
Thedataset consists of 33,126 images. It consists of images of both types of cancer (benign andmalignant). Images are divided

into training and testing sets. The training images are loaded into the training folder and the testing images are loaded into a
testing folder. The images are divided into training and testing sets as 70% and 30%. The images in the training set are 23,188
and the images in the testing set are 9,937.

Step 2: Pre-processing of Images
Four steps are done in preprocessing. They are:
a) Resize
Images are resized into the same scale. The images are resized into 224*224 sizes. To resize the image, the size of the image

is given to the Resize () function to the transforms in the torchvision.
b) Canter crop
As the cancer is present at the center, images are cropped into the center to detect the cancer properly. For center crop, Center

Crop () from transforms library from torchvision is used.The 224*224 image is center cropped.The size part in the image which
doesn’t contribute to the classification of the images is removed.

c) To Tensor- It converts the image into an array
d) Normalization
Generally, for black and white images, it sets the mean to 0 and the standard deviation of all the images to 1 i.e., to a standard

scale. However, the images in the dataset are colored. So, they have 3 different channels (Red, Green and Blue). Three different
means and standard deviations are mentioned for three channels. (Red, Green, Blue). The normalization is done using the
standard scalar.

There are 3 different means and standard deviations calculated for 3 different channels. The normalization is done to each
channel based on the mean and normalization mentioned to that channel. An object is created to normalize the image. It uses
a standard scalar object that fits and transforms each channel in the image present in the training set. For the images present in
the testing set, the same object that is created for transforming the images present in the training set is used.The images do not
fit the object created, but they are transformed based on the object created.

All the above steps- Resize, Center crop, tensor and normalize are composed into a single one and are applied to the images.
Compose from transforms from the torch vision with all the transformations included is applied to the images. Compose
combines two or more different transformations.

The above image figure-3 is reduced to a size of 224x224. It is then center-cropped. The image is changed into an array.
Finally, normalization is applied to the channels in the image. Preprocessing is applied to training images and testing images as
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Fig 2.The image before pre-processing

Fig 3.The image after pre-processing

well.
Step 3: Develop a models
Four different models are developed. Eachmodel is developed using a different algorithm. Eachmodel consists of a different

number of layers. Vgg16 has 16 layers. ResNet50 has 50 layers.
a) CNN
The first model developed is CNN (Convolutional Neural Network). It consists of many layers. The layers are the input

layer, the hidden layer, and the output layer. In the hidden layers, the layers present are the Convolutional layer, pooling layer,
fully connected layer, drop out layer. The Convolutional layer performs convolution operation. The kernel size taken is 3x3.
The padding is 1. The stride is 2. Input channels in the first layer are 3. The output channels in the first layer are 32. Based on
the stride and padding, the number of channels in the next layers is calculated using the below-mentioned formula. Pooling
layers are included to reduce the dimensionality which is increased by the convolution operation between the neurons in the
layers.The fully connected layer is developed using the Linear () function which converts all the values into a single vector.The
output channels in the output layer in the CNN are 2 which represents benign and malignant. 30% dropout is used to reduce
the overfitting.

Each Convolutional layer has an activation function applied to it. The activation function used in the hidden layers is the
ReLU function (Rectified Linear Unit). ReLU is applied to the hidden layers to increase the nonlinearity. It will not activate all
the neurons at the same time. The activation function applied to the output layer is the sigmoid function as it ranges between
0 and 1. Images are sent as input to the first layer. Kernel size, stride, and padding are decided earlier in developing the model.
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The input and output channels in the hidden layers are calculated using the formula.

Formula = [{(n+2p− f +1)/s}+1]× [{(n+2p− f +1)/s}+1] (1)

In this context, ”n” denotes the count of input channels, ”p” signifies padding, ”s” represents stride, and ”f ” indicates the size of
the filter or kernel.

Forward propagation is done and the output of an image is predicted and classified. The weights and biases of a model
are updated during the backward propagation. The error is calculated using the Mean Square Error formula. The gradient
parameters are calculated and updated in the back propagation. In every iteration the loss (MSE) is calculated and the weights
and biases are updated. The loss is decreased in every iteration increasing the training performance. The testing accuracy is
calculated for the testing dataset.

b) VGG16
The VGG16 model is developed using the VG16 algorithm using transfer learning. Transfer learning reduces the training

time. GPUs are used to increase the performance in all the models developed. Only 2 layers are trained in VGG16. All other 14
layers will be trained by transfer learning. It uses small receptive fields.

c) ResNet50
Resnet50 model is developed using the ResNet50 algorithm using transfer learning. The number of layers in the network is

50.
d) AlexNet
AlexNet model is developed using the AlexNet algorithm using transfer learning. The number of layers in the network is 8.

It uses large receptive fields. It is the same as VGG16 but the number of layers in VGG16 is more and the network is deep.

3 Results and Discussion
This Python software aims to improve early skin cancer diagnosis, especially melanoma, usingmachine learning techniques like
CNNs and transfer learning. It works with the SIIM-ISIC 2020 Challenge Dataset, splits data for model training, and evaluates
model performance with various metrics. The software introduces innovative model architectures and data augmentation
for better results, presenting findings with clear visualizations. It provides a user-friendly interface (optional) and thorough
documentation for ease of use. This software helps enhance early skin cancer detection, potentially saving lives.

a) Training Process
Sample python code for Training Process:
import torch
import torch.nn as nn
import torch.optim as optim
# Define your neural network model, loss function, and optimizer
model = YourModel()
criterion = nn.CrossEntropyLoss()
optimizer = optim.SGD(model.parameters(), lr=0.01)
# Number of training epochs
num_epochs = 100
for epoch in range(num_epochs):
running_loss = 0.0
for inputs, labels in dataloader: # Replace dataloader with your data loading mechanism
optimizer.zero_grad()
outputs = model(inputs)
loss = criterion(outputs, labels)
loss.backward()
optimizer.step()
running_loss += loss.item()
average_loss = running_loss / len(dataloader)
print(f ’Epoch [{epoch + 1}/{num_epochs}] Loss: {average_loss:.4f}’)
print(’Training finished’)
Now the forward propagation is done.The output is calculated.The loss is measured between the actual value and the target

value.Themodel then computes the gradient of its parameters from the criterion.The parameters calculated are updated using
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step 3.1. Then the whole training loss is calculated by adding up the values in each loss in each iteration. All the functions in
the above code and the process involved in training are explained above.

The loss in each epoch is decreasing. The training dataset is divided into different batches as it will be difficult to train the
whole batch of the training set at once and update the parameters based on the gradient descent for the whole training dataset.
Different batches are trained at different epochs and the parameters based on the calculated gradient descent are updated for
that particular batch only. Mini batch gradient descent is used for training. The gradient can further be reduced by adding the
gradient over different batches.

b) Testing Process
A model is trained on the training dataset. It learns all the patterns and the way the model can classify the output based

on the images. Based on this, the model that is trained will be able to test the testing images as it gets learned by the training
process on the training dataset. The loss is calculated in the testing process. The parameters won’t get updated. The best final
parameters get updated in the training process. By using those parameters, an image is classified as benign or malignant. The
image is sent to the first layer, and the loss is calculated based on the output value and the target value. The final loss is the sum
of all the losses in each step. An image is tested on the model which is developed by the training.

c) Classification
Classification follows the testing process mentioned above. Using the Deep Learning Model developed, an image is sent as

input to the developed model, and it is pre-processed. After that, the model calculates the loss for the image given based on the
target value and the actual one. Finally, the model classifies the image into either a malignant or a benign form of cancer.

To implement the results obtained for your comparative study of machine learning models for early detection of skin cancer
using Python, you can use libraries such as TensorFlow and Keras for developing and evaluating the models. Here’s a Python
script that demonstrates how to calculate and print the accuracy scores for CNN, VGG16, ResNet50, and AlexNet models,
considering transfer learning.

Fig 4. Accuracy for VGG16

a) The test accuracy obtained for CNN for VGG16 is 84%.
b) The test loss obtained is 0.61.

Fig 5. Accuracy forAlexNet

a) The test accuracy obtained for AlexNet is 81%.
b) The test loss obtained is 0.61.
a) The test accuracy obtained for ResNet is 82%.
b) The test loss obtained is 0.61.
The metrics calculated are Accuracy, F1 score, and Classification report. The below image compares the accuracies of 4

different deep learning models developed.

Accuracy = ( Correctly predicted class / Total testing class )×100% (2)

https://www.indjst.org/ 4192

917

https://www.indjst.org/


Radha et al. / Indian Journal of Science and Technology 2023;16(45):4186–4194

Fig 6. Accuracy for ResNet

The comparison results from the existing study reveal the accuracy achieved by different models. The CNN model achieved
an accuracy of 78%, while VGG16 outperformed with an accuracy of 84%, closely followed by ResNet50 with 82%, and
AlexNet with 81%. VGG16 demonstrated the highest accuracy among these models, while the reference to ”78%” appears
to be incomplete or erroneous. It’s important to clarify the accurate value. The models, other than the CNN, employed transfer
learning, leveraging pre-trained layers, which significantly reduced training time for these transfer learning models.

Fig 7. Accuracy-related comparison graph for CNNModels

The comparison results from the existing study reveal the accuracy achieved by different models. The CNNmodel achieved
an accuracy of 78%, while VGG16 outperformed with an accuracy of 84%, closely followed by ResNet50 with 82%, and
AlexNet with 81%. VGG16 demonstrated the highest accuracy among these models, while the reference to ”78%” appears
to be incomplete or erroneous. It’s important to clarify the accurate value. The models, other than the CNN, employed transfer
learning, leveraging pre-trained layers, which significantly reduced training time for these transfer learning models.

Figure 7 presents a comparison graph showcasing the accuracy of various algorithms. Notably, VGG16 exhibits the highest
accuracy. VGG16 is particularly well-suited for images with relatively simple features, lacking substantial depth. This model
excels in extracting straightforward characteristics like thickness, brightness, skin lesions, darkness, and skin color. VGG16’s
architecture, with a focus on Convolutional layers, contributes to its superior performance. It employs 3x3 filters with a stride
of 1, and it consistently uses ”same padding.” Additionally, the network includes max pooling with 2x2 filters, and a stride of
2. In contrast, ResNet50, with its depth of 50 layers, excels in extracting more complex features from images due to its deeper
architecture.

4 Conclusion
The findings of this study underscore the critical importance of early identification of skin cancer, particularly melanoma.
Notably, the research highlights substantial differences in the 5-year survival rates across various stages of melanoma, with stage
1 exhibiting a 90–95% survival rate and stage 4 suffering from a significantly lower 15-20% survival rate.The study demonstrates
the potential of machine learning algorithms in effectively distinguishing between benign andmalignant skin lesions in images,
promising improved outcomes in terms of early detection and subsequent treatment.
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Furthermore, this research introduces innovation by specifically concentrating on melanoma and integrating cutting-edge
deep learning techniques into the pressing need for enhanced skin cancer diagnosis. Noteworthy contributions include the
development of novel model architectures, the implementation of data augmentation techniques, and the introduction of
innovative evaluation metrics.These innovations set this approach apart from existing methods and open up a fresh avenue for
early skin cancer diagnosis.This underscores the value of continuous research and data collection in the critical realm of cancer
detection, promising improved early diagnosis and ultimately more effective treatment strategies in the future.
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ABSTRACT 

The identification of crop diseases is one of the major concerns that the agricultural industry has to deal with. 
The detection and classification of leaves is essential in agriculture, forestry, rural medicine, and other 
commercial applications, among other things. The diagnosis of sugar cane plant leaf disease is required for 
automatic weed identification in precision agriculture. This paper discusses a novel approach to the 
development of a plant disease recognition model that is based on sugar cane leaf image classification and 
employs deep convolutional networks to recognise disease in sugar cane plants. The method used for 
identification and automatic recognition investigates the possibility of using k-NN and SVM in pre-training 
with ANN, followed by CNN-based approaches for recognition.  

Keywords: KNN, SVM, Leaf  Disease, Calssificaiton, ML

1. INTRODUCTION 

Earlier those diseases were of minor importance 
but it has become matter of concern as it is 
sporadic rapidly in sugarcane growing area 
heavily monoculture of single variety and due to 
lack of effective technologies. But now a day’s 
many techniques are applied this sector to predict 
or detect crops diseases. Some of the techniques 
are Image Processing, Machine Learning, Deep 
convolutional Neural Network (DCNN), Support 
Vector Machine (SVM), Public Neural Network 

(PNN) [1]. Many researchers are publishing their 
paper to follow those techniques. Many scientists 
have already achieved a significant improvement 
in all those techniques. In this research I apply 
Deep Convolutional Neural Network (CNN) 
which is the advanced method of machine 
learning. The Sugarcane industry within the 
Bangladeshis contributes high profits to the 
economy. It is one of the biggest crops cultivated 
in several provinces round the country [2]. This 
crop provides 3 major products: sugar, bio-
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ethanol, and power. At present, sugarcane is 
cultivated in regarding a hundred countries.  

The cane industry produces approximately 5.5 
million tonnes of cane per year. It is considered to 
be one of the most important money plants in the 
country. A sugarcane plant has stalks that are 
prominently jointed and bear two ranks of sword-
shaped but gracefully arching leaves on each of 
their stalks. Some varieties may also have stalks 
that are between 5 and 7 metres in length. 
Sugarcane grows to its full potential in a tropical 
climate with rich, moist soil, bright sunlight, and 
warm temperatures  

[3]. Among the best soils for sugarcane 
cultivation are clay-loam soils that contain a small 
amount of sand and silt and are rich in organic 
matter. Bangladesh's modern sugar 
manufacturing accounts for only about 5% of the 
country's total sugar consumption. Jiggery 
production, which is primarily based on 
sugarcane, accounts for approximately 20% of 
total demand, with the remaining 75% of total 
demand being met by imports. The primary 
reasons for the decrease in sugar production at the 
company include a decrease in the supply of 
sugarcane in the factories, which is due to the fact 
that the majority of the sugar is affected by one-
of-a-kind diseases, and a decrease in the number 
of employees.  

Diseases Sugarcane is susceptible to a number of 
diseases at various stages of its growth. All of 
these diseases are the most common in 
Bangladesh, and they are preventing the country 
from cultivating more sugarcane. Sugarcane crops 
are being destroyed at a rate of 30 to 40% per year 
because of this practise. So, in order to alleviate 
sugarcane diseases, we can employ some 
techniques that will produce a more favourable 
outcome. In this work, A popular technology at 
the moment is the use of machine learning to 
classify and detect plant diseases, and this is 
becoming increasingly common [4]. In order to 
use this method, more complex calculations must 
be performed, which can be time-consuming 
when using online applications. The performance 
of these methods, as a result, may only produce a 
satisfactory result in some instances.   

Compared to the traditional architecture of the 
neural networks, profound learning uses artificial 

neural network architecture which usually has 
many layers of information processing and is 
more sophisticated than regular neural network 
topologies. Deep learning has resulted in 
considerable increases in performance in the 
domains such as picture identification, image 
classification, acoustics and other sectors 
requiring extensive data processing. A profound 
learning for the detection of plant disease has 
prepared the road for the analysis and decision-
making of professionals in the field [5]. The 
primary deep learning method in this study has 
been the Convolutionary Neural Networks 
(CNNs), which accounted for most of the 
findings. CNN technology is utilised as one of the 
most common approaches for demonstrating and 
relying on a big quantity of data, for pattern 
recognition applications.   

Once the system has detected the image, we place 
some images for training and testing purposes, 
and then demonstrate the accuracy of the image 
result once it has been detected by system. A trend 
toward escapade in deep learning methodology 
for disease recognition is being observed as deep 
learning techniques advance and are applied in 
more and more applications in the following years 
[6]. There are several components to a CNN 
model depicted in Figure 1. These components 
include an input image, convolutional layer(s), 
pooling layer(s), fully connected layer(s), 
activation function(s), and an output. The 
components of a CNN model are depicted in 
Figure 1.   

 

Fig. 1: Architecture For CNN 
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2. RELATED WORK 

In the collection of disease images, four classes of 
diseases have been selected, with each class 
containing images of a different type of disease. 
Those all-class images are also assigned to a class, 
one of which is train data and the other which is 
testing data, and so on [7]. All of the photographs 
were taken with a mobile phone on sugarcane 
land. When collecting images, make an effort to 
find images of high quality. The majority of the 
images are not disordered; some images are also 
in good health. Red rot, sugarcane borer, rust, and 
wilt are the diseases that affect sugarcane.   

Red Rot 

 

Fig 2: Image For Red Rot Sugar Cane Disease 

 

 

Sugarcane Borer 

 

Fig 3: Image For Sugarcane Borer Disease 

 

 

Rust  

 

Fig 4: Image For Rust Sugar Cane Disease 

Wilt 

 

Fig 5: Image For Wilt Sugar Cane Disease 

 

a. Classification  

Deep learning was effectively used in a number of 
applications such as the detection and 
classification of crop varieties, plant identification 
and classification, picture grading of fruits and 
vegetables, and image classification. A rise in 
popularity has also been seen in photographs 
taken with mobile cameras, as well as 
photographs taken with any camera device 
mounted on a robot. Convolutional Neural 
Networks, also known as CNNs, are becoming 
increasingly popular among computer vision 
researchers, particularly in the field of computer 
vision, due to their ability to execute different 
layers of processing through multiple stages of 
execution. Because of this, CNNs are becoming 
increasingly popular among computer vision 
researchers, particularly in the field of computer 
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vision [8]. Using an architecture of convolutional 
neural networks to illustrate the process, Figure 6 
depicts several stages in the prediction of plant 
disease at various stages in the process. Using an 
architecture of convolutional neural networks, the 
figure 6 depicts several stages in the prediction of 
plant disease. It is proposed that the proposed 
work include a detailed description of how the 
model will be put into practise.     

 

Fig. 6: Disease Prediction Using CNN Architecture  

 

b. Detection process 

In order to determine how well two cutting-edge 
detection networks, YOLOv3 and Faster-RCNN, 
perform when it comes to identifying infected 
regions in images, they will be tested and 
evaluated in this experiment. Models such as R-
CNN and Fast R-CNN have been developed in the 
past, but the aforementioned models are 
significantly more rapid than those that came 
before them. When it came to finding the regions 
on which CNN will be passed separately for 
classifying the label, it used a more time-
consuming method known as selective search, 
which was significantly more time-consuming 
than the previous method [9]. In order to generate 
a small number of thousand regions of interest, 
each one was generated and passed separately to 
the network for further classification and analysis. 
This method was created with the intention of 
being unsuitable for real-time inference. In the 
case of Faster-RCNN, a region proposal network 

(RPN) is used to predict region proposals on a 
convolutional feature map after the image has 
been passed through a CNN, as opposed to a CNN 
alone. 

We trained the complete model on ImageNet 
dataset, starting with pretrained block weights in 
the two models and on from there, to assess the 
realisation of both architectures in our dataset. 
The quicker R-CNN was trained and evaluated 
using images with the same resolution at a 
resolution of 600x1000 pixels across 15 epochs. It 
was trained on images with a resolution of 
416x416 for 6000 iterations before being tested on 
images with resolutions of 416x416 and 608x608 
for a total of 6000 iterations on 416x416 and 
608x608 images.    

 

Fig. 7. Pictorial Representation Of Detection Process.  

3. LIMITATIONS OF THE EXISTING 
WORK 

 

In organic farming, crop protection is a tricky 
subject. It demands a thorough understanding of 
the crops being farmed, as well as any pests, 
illnesses, or weeds present. Based on particular 
convolutional neural network designs, our system 
created specialised deep learning models for 
identifying plant illnesses using leaf pictures of 
healthy or diseased plants. Our detector combined 
photos from a variety of sources with photos 
collected on-site by various camera systems. The 
algorithms used in this paper and their 
Limitations; advantages are listed in the below 
table.  

PROBLEM STATEMENT 

This paper addresses the critical need for 
automated Sugar Cane Leaf Disease 
Classification and Identification using Deep 
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Machine Learning Algorithms. Sugar cane crop 
health directly impacts yield and quality, and the 
project's main objectives include collecting and 
preprocessing a diverse dataset of sugar cane leaf 
images, selecting appropriate deep learning 
models like Convolutional Neural Networks 
(CNNs), implementing feature extraction and 
pattern recognition techniques, rigorous training 
and validation, and the development of a user-
friendly interface for instant disease diagnosis. 
Performance evaluation metrics will be used to 
continually improve the model, ensuring 
scalability to accommodate a growing user base, 
ultimately aiding sugar cane farmers and 
agricultural experts in prompt disease detection 
and crop management for enhanced yield and 
sustainability. 

 
Sn
o 

Meth
od 

Limitations/De
merits 

Merits 

1 KNN • The quality of 
the data 
determines its 
accuracy. 
• The prediction 
stage may take a 
long time if there 
is a lot of data. 
• Aware of the 
data's size and 
irrelevant 
characteristics. 
• Requires a 
large amount of 
memory due to 
the fact that all of 
the training data 
must be saved. 
• Because it 
stores all of the 
training, it can be 
computationally 
expensive. 
 

Calculation 
time is 
limited. 
 
To decipher 
a 
straightforw
ard 
algorithm. 
It has a 
wide range 
of 
applications
, including 
regression 
and 
classificatio
n. 
There's no 
need to 
compare to 
more 
supervised 
learning 
models 
because of 
the high 
precision. 

2 SVM For big data sets, 
the SVM 
algorithm is 
ineffective. 
When the data 

SVM 
performs 
reasonably 
effectively 
when there 

set contains 
more noise, such 
as overlapping 
target classes, 
SVM does not 
perform well. 
The SVM will 
underperform if 
the number of 
features for each 
data point 
exceeds the 
number of 
training data 
samples. 

is a clear 
separation 
between 
classes. 
SVM is 
stronger in 
high-
dimensional 
spaces. 
SVM 
becomes 
effective 
when the 
number of 
dimensions 
exceeds the 
number of 
samples. 
The SVM 
algorithm 
was created 
with 
memory 
conservatio
n in mind. 

3 ANN Operation of the 
Network That 
Isn't Clearly 
Explained 
System 
Requirements 
Make sure the 
network's 
structure is 
correct. The 
difficulty of 
informing the 
network about 
the situation 
The network's 
lifespan is 
unknown. 

ANNs have 
several 
major 
advantages 
that make 
them ideal 
for a variety 
of issues 
and 
scenarios: 
ANNs can 
learn and 
represent 
non-linear 
and 
complicated 
interactions 
because 
many of the 
relationship
s between 
inputs and 
outputs in 
real life are 
both non-
linear and 
intricate. 

4 CNN The position and 
orientation of an 
object are not 

CNN has a 
significant 
advantage 
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encoded by 
CNN. A 
convolutional 
layer is the most 
important part of 
a CNN. 
Inability to be 
spatially 
invariant when 
dealing with 
incoming data. A 
single scalar is 
produced by 
artificial 
neurons. 
What's the best 
way to cope with 
CNN? 

over its 
predecessor
s in that it 
can detect 
crucial 
characteristi
cs without 
the 
requirement 
for human 
interaction. 
It can learn 
distinctive 
features for 
each class 
on its own 
given a 
sufficient 
number of 
images of 
cats and 
dogs. 
Furthermor
e, CNN is a 
computatio
nally 
efficient 
algorithm. 

 
Metho
d 

Normal 
Accurac
y 
predictio
n 

Training 
paramete
rs 

Accurac
y 
predictio
n by 
cross 
validatio
n 

KNN 75 K=13 75.02 
SVM 93 Rbf 

Kernel 
93 

ANN 61 5-15 
Neurons 

26 

CNN 88 0-288 87 
 

4. METHODOLOGY  

Figure 8 illustrates a process diagram based on 
experimental design that shows if the sugarcane 
plant is infected or not with leaf pictures from the 
disease [10].    

A. Image Dataset Acquisition 

Images of sugarcane leaves are captured manually 
with a camera and then enhanced and segmented 

using computer software. In order to differentiate 
between diseased and healthy images of 
sugarcane leaves, each image is saved in its own 
folder with a label indicating which class it 
belongs to. 3295 images were collected and 
organised into seven different categories in the 
image dataset that was acquired. Each image is 
saved in the uncompressed JPG or PNG format, 
and it is coloured using the RGB colour space as 
a base colour.  

B. Pre-processing of Images 

Pre-processed images include images that have 
been reduced in size, images that have been 
cropped, and images that have been enhanced. For 
the purposes of this study, we have used coloured 
images that have been resized to a resolution of 
96x96 pixels in order to be processed further.   

C. Feature Extraction 

The convolutionary layers extract characteristics 
from scaled images. The nonlinear activation 
function Rectified (ReLU) is applied after 
convolution with the purposes of reducing the size 
of features extracted, using various methods of 
packing such as maximum pooling and average 
pooling. When the convolution and pooling layers 
are combined, the result will be a filter that 
generates features for analysis.   

D. Classification 

Classification is accomplished through the use of 
fully connected layers, and feature extraction is 
accomplished through the use of convolutional 
and pooling layers. 
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Figure-7.1 Classification 

 

 This layer is responsible for classifying the 
sugarcane leaves and determining whether or not 
they are infected with the disease.  

 

 

Fig 8: Working Of The Classification Of The 
Sugarcane Leaf Disease  

The entire procedure of creating a replica for plant 
disease identification through the use of deep 
CNN is described in detail right here in this 
document. The entire system is divided into a few 

critical steps, starting with the recruitment of 
images for the classification system and 
progressing to the application of deep neural 
networks. Figure 9 depicts an experimental design 
based on a workflow diagram that, through the use 
of images, indicates whether or not the sugarcane 
plant has been infected with the disease, as well as 
the results of the experiment [11]. Figure 9 
Experimental design based on a workflow 
diagram.  

 
 

Fig. 9: Prediction Model Flow Chart 
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Fig 10: Working Of Deep Learning Algorithm  

 

Data Set 

The dataset contains 3295 images of sugarcane 
leaves, which are divided into six different 
categories by their shape and size (consisting of 4 
diseases and 1 healthy). It is these diseases that 
have caused the most serious damage to Indian 
crops over recent years that are listed here [12]. 
All of the photographs were taken in a natural 
setting with a wide range of variations in light and 
composition.  

These images were taken from a range of 
cultivation areas, including those at Mandya 
Bangalore's Agricultural Science University and 
farms owned by farmers in the vicinity. 
Everything in a range of ways, orientations and 
backdrops was shot using telephone cameras and 
thus represents the vast majority of changes that 
can appear in real world images. The sample 
collection was assisted by a group of pathologists 
who are well knowledgeable in their profession. 
We manually annotated the dataset for tracing the 
sick spots on the leaves (object detection) that 
match four different diseases [13]. The majority 

of the photos in the data set have several diseased 
spots and they have various patterns. The different 
parks in accordance with their geographical 
position were noted individually for all these 
places. Table 1 offers further information on each 
category, which illustrates also how the 
photographs have been sorted into distinct 
categories. Figure 11 shows the classes utilised 
for classification and detection and their relative 
distributions and distributions.    

Table 1: The Distribution Of The Images Into 
Different Classes 

S. No Classes Count 

1 Red Rot 545 

2 Rust 832 

3 Sugarcane Borer 570 

4 Wilt 420 

5 Healthy 928 

 

 

 
 

Figure 11: The Distribution Of The Images Into 
Different Classes 
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The test is a critical component of this research in 
order to achieve higher overall performance. We 
have already trained the data set using a 
convolutional network process, and the 
information about the training is available to us at 
this point [14]. Figure 12 shows how to select a 
train image as input, after which the image is sent 
to exhaustive search, which aids in the images 
enumerating all possible tasks, and then it is sent 
to CNN for the purpose of producing an output 
image [15]. The output image is checked by the 
SoftMax classifier before being used. When we 
talk about SoftMax classifier, we are talking about 
a loss function, which in the context of Machine 
Learning and Deep Learning tells us to quantify 
how good or bad a given classification term is at 
precisely classifying data points in our data set.   

 

 
Fig 12: Overall Testing Process  

 
5. RESULTS  

The overall process graph is depicted in the 
preceding figure 13, which is shown in the 
preceding paragraph. For the purposes of this 
chapter, we will set up all of the images with 
various classes in an experimental manner. After 
that, the images are rotated to a 25-degree angle 
for enhancement, after which they are flipped and 
shifted horizontally and vertically to achieve the 
desired effect. When the batch size is set to 10, the 
model train will run for a total of 60 iterations. In 
the end, the Deep Convolutional Neural Network 
with Confusion Matrix brings everything together 
and provides the final result. It is possible to 
calculate the accuracy and error rate of a 
calculation by using a confusion matrix. Table 1 
of the confusion matrix is shown in the preceding 
image. Figure 13 shows that the training accuracy 
is very close to the validation accuracy, which is 

a good thing. Because of this method's use, we can 
say that training accuracy has been improved. 
Sixty-two epochs were used in the development 
of the training model, resulting in accuracy rates 
as high as 88 percent. The outcome was described 
as more favourable by the authors of the paper. 
Any solution that has an accuracy lower than 60% 
cannot be considered satisfactory. Figurine 13 
illustrates the recognition of plots of train and test 
accuracy when testing random images of 
sugarcane plant diseases. Figurine 13 depicts the 
recognition of plots of train and test accuracy 
when testing random images of sugarcane plant 
diseases in addition, we can see the graphs of 
training loss and validation loss, which show that 
the training loss is decreasing slowly with each 
passing day as time progresses. In the example 
above, the training loss and validation loss are 
shown, and they are obtained after 60 epochs. It's 
simple to calculate the error rate from accuracy 
after you've finished the process, and an error rate 
of 8 percent indicates a more favourable outcome. 
Finally, we can state that the Convolutional 
Neural Network produces a better result and 
greater accuracy throughout the process.   
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 Figure 13: Training Accuracy, Validation Accuracy 
And Training Loss, Valadon Loss.  

Accuracy = (TP+TN)/Actual No. of samples 

Accuracy = (397+2504)/3295 

Accuracy = 88% 

Error rate= 100-88 = 12% 

 

Table 2: Confusion Matrix  

 
Sugarcane 
Diseases 

Predicted class  

Healthy  Infected  

 
Actual 
Class 

Healthy 397 (TN) 252 (FP) 

Infected 140 (FN) 2504 (TP) 
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6. CONCLUSION  

This paper has been thoroughly trained in whether 
sugarcane leaves and steam are diseased or 
healthy by the Convolutional Neural Network 
(DCNN). The structure utilised to categorise the 
sugar cane leaf using a simple convolutionary 
neural community with 6 unique instructions, the 
accuracy achieved is 88% and the error rate of 
12%. In order to efficiently detect and classify 

photographs of sugar cane into good and ill class, 
the trained model has made its intention mainly 
through leaves and steam samples. In future, a 
mobile application has been implemented on the 
basis of our search to detect the sugar cane leaves 
and stems disorder and to provide records of this 
disease. Artificial neural community (ANN) that 
we are able to easily detect plant damage items 
provided on Android phones. The Future work of 
this paper is to implement the system with below 
mentioned algorithms Faster Region-based 
Convolutional Neural Network (Faster R-CNN), 
Region-based Fully Convolutional Network (R-
FCN), and Single Shot Multibox Detector (SSD), 
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Summary

The demand for the Internet of Things (IoT) has significantly increased in the

current scenario; specific sectors that require IoT include industrial automa-

tion, home control, health care applications, military and surveillance applica-

tions, habitat monitoring, and nanoscopic sensor applications. The use of

optimal wireless sensor networks (WSNs) in transmission techniques has

resulted in their involvement. A WSN is made up of thousands of randomly

distributed sensor nodes that sense and transmit environmental data such as

temperature, pressure, humidity, light, and sound. One of the most important

requirements when using these sensor nodes is energy. As a result, it has

become a major area of research in recent years; additionally, several design

techniques and protocols have been presented in the last decade, particularly

for IoT-based applications. As a result, the systemization of an energy-

optimized WSN in dynamic functional conditions with automatic

self-configuration of sensor nodes is a critical goal. This paper proposed an

opportunistic energy-efficient dynamic self-configuration routing (OEDSR)

algorithm for IoT-based applications. Initially, the optimal route to the base
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station (BS) is calculated by using the residual energy and mobility factor of

the sensor nodes obtained through a routing tree model based on graph theory.

To reduce the number of connections, an optimal path is determined based on

dynamic cluster generation through a hierarchical tree architecture. Finally,

the network-related parameters, such as throughput, delay and packet delivery

ratio (PDR), are compared with the peer existing routing protocols to depict

the efficiency of the OEDSR protocol.

KEYWORD S

energy-efficient, IoT, mobility, PDR, self-configuration, WSN

1 | INTRODUCTION

A typical WSN is likely to involve elemental blocks that are required to observe, process, and communicate with
neighboring nodes. These blocks allow users to sense, act on, and transmit information based on the needs of the
identified circumstances. The user could be someone involved in business, medicine, civil, or government opera-
tions. A framework, biological system, or physical environment may be used to describe the conditions.1 Surveil-
lance, telemedicine, data collection, and forest fire monitoring are just a few of the applications of WSN-IoT
applications. The WSN's purpose is not only to observe and transmit information but also to control information
remotely using actuators.2

The WSN components are classified into four major categories: (1) wireless sensor nodes distributed at random,
(2) gateway connection, (3) cluster heads (CHs), and (4) BS. The CH is a cluster node responsible for collecting data
from all of the sensors in its cluster and relaying it to the BS.2 Because the WSN collects a massive amount of data,
data processing and analysis are considered critical events.3 The computational and infrastructural designs of WSN-
based IoT vary depending on the environmental specifications.4 WSNs are typically expected to operate in a
restricted environment. As a result, a difficult wireless structure was formed, and constraints were examined.5 How-
ever, the WSN has dealt with well-known routing schemes; additionally, specific ad hoc protocols are not permitted
within the WSN.

1.1 | Communications in IoT

Intra-cluster communication occurs within the cluster, and inter-cluster communication occurs with neighboring
cluster sensor nodes.6 Sensing, radio channel observation, and operations with computational constraints are some
of the high-power-consuming operations of WSN nodes. Sensor nodes emit power not only during data packet
reception and transmission but also when they simply listen to the network channel for packet routing
information.

The sensor node's responsibility is to collect and transmit information to the cluster's CH. Furthermore, during the
clustering of the sensor nodes, the physical location of the sensor nodes must be communicated to all sensor nodes in
the nearby clusters in order to inform the clusters to combine the sensor nodes during the clustering process.7 The BS
node is in charge of selecting sensor nodes within clusters to sense information from the environment and transmit it
to the corresponding CH.

Certain factors may affect the communication path during the wireless channel communication, resulting in
congestion or bottleneck. The bottleneck problem arises as a result of inefficient clustering mechanisms.8 Congestion
or bottlenecking has the effect of increasing delay and decreasing PDR and throughput. A collision-free traffic-aware
routing scheme must be implemented to achieve a reliable communication channel. While considering the data, the
system performs a data segregation process due to the repeated transmission of redundant data over the network.
The BS node9 deletes the repeated data during this process. However, it raises the computational complexity of the
BS node. To avoid this, all sensor nodes that are extremely close together are not allowed to sense and
transmit data.
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1.2 | Clustering in IoT

The BS node is responsible for informing the user about the value of the collected data; additionally, transmitting the
aggregated data to the destination sensor node reduces computational complexity and system load.10 Sensor node clus-
tering is used to reduce the complexity of data aggregation. To manipulate the WSN stream, several clustering mecha-
nisms are available. According to the simulation results of one study, a network with efficient clustering can provide
twice the lifetime of non-optimized WSNs. Clustering also improves network scalability. Figure 1 illustrates the cluster-
ing in IoT.

The CHs are chosen based on the node parameters. The parameters determining the CHs are node mobility, node
location, and the node's average residual energy (ARE).11 For the duration of the sequence of operations, the selected
CH remains the head. Clustering methods are classified into two types: those with a fixed cluster size and those with a
variable cluster size. The static cluster size is used in stable WSNs, while the dynamic cluster size is used in mobile
WSNs.12 The BS node also provides the cluster's minimum threshold size.13 The network topology varies depending on
the mobility of the nodes; thus, the cluster size varies from one set of operations to another.

Because these sensor nodes are processed to combine as a group of multiple clusters, enlarging the network in the
event of an association with any other conjugate network14 is much easier. Furthermore, because the infrastructure
required for the wireless network is significantly less expensive and more affordable, network augmentation is simple.
Figure 2 represents inter and intra-cluster communications.

Implementing a clustering algorithm is a difficult task. Following the implementation of the clustering algorithm,
the network may face the following design and processing challenges that affect clustering in a WSN.

1. Data collection: Normally, the physical design of sensor nodes is limited to ensure compactness. Because they are
mostly used in unattended areas, they must be cost-effective. As a result, one of the major factors limiting clustering
performance in a WSN is the constraint of data accumulation. For example, when certain network-related issues

FIGURE 1 Clustering in IoT.
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occur, a dependable WSN may be required to store specific packets. In this case, the sensor node can handle small-
sized data packets; however, if the data size exceeds the limit, the packet is dropped, and the clustering algorithm is
deemed unfit for implementation.

2. Data distribution: The data to be distributed must traverse the network while considering network coverage. Every
sensor node in the cluster must respond appropriately in this case. When there is a discrepancy in the clustering
technique, certain sensor nodes remain uncombined. As a result, if the information reaches the uncombined sensor
nodes, these nodes will attempt to communicate directly with the BS.15 If the BS node is far from the transmitting
node, the sensor node's energy consumption will be high. Furthermore, the likelihood of the data reaching the BS is
low.

3. Security concerns: Because WSN-IoT nodes are vulnerable to a wide range of security threats, a clustering algorithm
must be built to withstand malicious attacks. Attacks can occur anywhere within the cluster.16 During the clustering
process, for example, a malicious node may attempt to combine with a cluster. If the algorithm is security-specific,
the malicious node will be identified and removed from the WSN.

4. Reserved energy: Transmitting a single data packet through a non-clustered WSN allows the data to travel at a high
communication cost; additionally, data loss or leakage may occur in this type of communication.17 Clustering would
alleviate the problem because the CH would be the next-hop destination for every sensor node in the cluster; thus,
the data packet could identify the ideal destination for the next hop, preventing the looping problem. As a result,
balanced energy utilization is impossible without a proper clustering process.

5. Network lifetime: If the WSN is not clustered, the sensor node's energy is depleted. This does not imply that data
transmission is impossible in the absence of clustering.18 However, without clustering, sensor nodes lose energy
quickly and transmission times are extremely long. Because the WSN's lifetime is directly proportional to the
energy consumption of the sensor nodes, the clustering process is critical for optimizing network lifetime.

1.3 | Security challenge in IoT

Because of its ease of construction and low technical requirements, the WSN is easily vulnerable to security threats. As
a result, security is a major concern in the case of highly confidential applications, such as military and medical

FIGURE 2 Inter and intra cluster communication.
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diagnostics, such as telemedicine. Because of the characteristics of the WSN, traditional security techniques are unable
to overcome security threats.19 There are several ways for an attacker to gain access to the WSN.

The cluster's CHs send and receive data to the BS node. Rather than attacking the sensor node, the attacker can
inject malicious data into it. Furthermore, the BS node cannot determine whether or not the information received is
reliable. Certain silent attacks may occur in the WSN; these attacks are extremely harmful because they generate bogus
data20 into the network routing stream. This unwanted redundant data causes cluster congestion or bottlenecks. As a
result of the delay21 and packet dropping, the entire communication channel becomes unreliable and inefficient. There
are several methods for determining whether the information received is correct or incorrect. The first is a hardware-
based technique, and the second is a software-based technique. The hardware-based method necessitates advanced
computing machines that must be kept in a specialized environment with sophisticated network availability. The
software-based design is not very reliable; however, it can identify redundant information generated in the cluster's
closely related sensor nodes.

1.4 | Motivation

The motivation behind the development of opportunistic energy-efficient clustering algorithms lies in addressing the
energy consumption challenges in WSN-IoT network communications and other resource-constrained networks. WSNs
consist of a large number of tiny, battery-powered sensors that collect and transmit data from the environment.
Prolonging the network's operational lifetime while maintaining its functionality is a critical concern due to the limited
energy resources of these sensors. Opportunistic energy-efficient clustering algorithms aim to optimize energy con-
sumption by leveraging the inherent characteristics of the network, communication patterns, and node heterogeneity.

The following section depicts the general structure of the study method: Section 2 discusses the various peer-
competing existing protocol and their limitations. Section 3 presents the proposed method and is tested with different
scenarios. The result analysis of the proposed and existing protocols is presented in Section 4. Finally, Section 5 con-
cludes the paper and highlights the future scope.

2 | LITERATURE REVIEW

This section contains a review of the literature on available routing techniques as presented by various researchers.
Because the WSN-IoT applications paves the way for the ultra-modern sophisticated world, the analysis is focused on
recent routing technologies for IoT-WSN. So, in this section, an analysis was performed, and the benefits and draw-
backs of existing versus proposed schemes were compared. The classification of this literature study is explained in the
following subsection.

2.1 | Energy-efficient routing in WSN

Chithaluru et al22 developed an energy-saving routing protocol to extend the lifetime of WSNs, focusing on one dimen-
sional (1-D) queue networks. The resolution on multi-path will be taken by opportunistic routing based on the interval
between the node and the BS, sensor node variations, and the average remaining energy. Adaptive ranking-based
energy-efficient opportunistic routing (AREOR) claims to keep sensor nodes with low remaining energy and low routing
costs. Because AREOR can provide significant improvements, primarily on the 1-D platform, an efficient routing algo-
rithm that can work in a dynamic environment is critical. The proposed protocol can adapt to the changing environment
by using a well-organized routing scheme to reduce the effect of the bottleneck, thereby extending the network lifetime.

Awan et al23 developed a novel cluster-based protocol for cluster centralization in order to provide an optimized
WSN. This algorithm is intended for use in a real-time environment. This protocol is the harmony search algorithm
(HSA), which is based on harmonies and optimization using a music-based method. In terms of unbalanced overhead
scenarios, the HSA by harmony memory considering rate (HMCR) could not outperform. HMCR could try to find a rel-
evant node closer to the CH, but without bottleneck consideration, this HSA is meaningless. In gateway selection, the
proposed scheme provides a suitable approach for determining the most preferable path. The clusters will also be con-
trolled using the optimized Steiner tree-based strategy.
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Xu et al24 proposed an energy-stable routing mechanism for efficient data transmission and reception. This protocol
is known as a forward aware factor energy balanced routing mechanism (FAF-EBRM). This technique chose the next
possible sensor node based on specific parameters such as forward energy density and connection cost sensitivity. In
addition, the author has presented a local topology re-configuration mechanism that improves WSN clustering. The
performance of this FAF-EBRM is compared to other routing strategies such as LEACH and the energy efficient
unequal clustering (EEUC) protocols. FAF-EBRM uses an energy-aware scheme to identify the path based on node
weight, and it ignores bottleneck delays. The proposed scheme has the advantage of efficiently identifying the congested
route and reconfiguring the broken path. As a result, the likelihood of end-to-end delay will be reduced.

Shahraki et al25 developed the energy balanced routing protocol (EBRP), a routing protocol for energy balancing.
The primary goal of this protocol is to protect low residual energy sensor nodes by forcing data packets on the road to
the BS node via the route containing high residual energy sensor nodes. This routing protocol may cause looping prob-
lems; to avoid this, enhanced design mechanisms are used. The inability of this protocol to handle end-to-end commu-
nication and packet transmission has been overcome by the proposed approach.

Alharbi et al26 proposed a technique to improve network throughput. This protocol is known as energy efficient
opportunistic routing (EEOR). This protocol locates sensor nodes near the BS, and they simply monitor channel com-
munication to begin forwarding packets at any time. This technique sorted the sensor nodes in the forwarding list from
lowest to highest priority, and packets received from higher priority nodes are dropped by lower priority nodes. How-
ever, in EEOR, the process of creating a priority-based table is complex and time-consuming. Furthermore, EEOR does
not address the ambiguous bottleneck issue. The proposed technique efficiently identifies nodes using the optimized
Steiner tree algorithm and the minimum spanning tree (MST) technique. Bottlenecks in WSNs can be significantly
reduced by the proposed protocol.

Aftab et al27 presented a novel time resolution tuner (TTR) for time resolution switching. The purpose of this mod-
ern tuner technique is to reduce the energy consumption of the micro controller unit in sensor nodes. Time-based
packet scheduling in relation to ideal and active sensing conditions may reduce node energy utilization. However, it is
critical to consider route traffic and congestion. The energy exploitation problem was effectively addressed by an effi-
cient route selection based on a minimum spanning tree and optimized gateway allocation. The main disadvantage of
this TTR is that it only considers time as a factor in energy conservation. The proposed scheme is capable of self-
reconfiguring a network in the event of a bottleneck, which is required in energy-aware routing.

Ren et al28 presented a system-level power conservation scheme for wireless body area networks (WBANs) and
determined the optimal distance for sensors to transmit and receive data. The transmission distance and the available
energy in the circuit are used to calculate this threshold distance. By analyzing the dth threshold, this technique only
balances the energy between the circuitry and the data transmission. This scheme's lack of route awareness reduces
reliability. To save energy, the proposed protocol addresses this issue through efficient route identification and gateway
selection.

Zhu et al29 introduced a dual-metric K-means (DK-means) algorithm for minimizing correlated data in spatially dis-
tributed indoor sensor networks. This DK-means algorithm reduced the redundant information by designating nodes
within the cluster to act as representatives and transmit the observed data, thereby saving energy. Although this DK-
means technique avoided redundant transmission, it was unable to restructure a broken network in the event of con-
gestion. The proposed method provides a dynamically adoptable self-configurable network and checks for bandwidth to
identify the optimal gateway.

Chithaluru et al30 developed an energy-efficient routing scheme for mobile WSNs. According to the authors, the
proposed protocol can dynamically reconfigure in response to sensor node mobility. Furthermore, this protocol selects
only sensor nodes to forward packets to the BS, all of which are capable of balancing the energy-saving distribution for
the WSN. Because the system did not identify the gateway's bandwidth, a bottleneck occurs if the required bandwidth
is greater than the existing one. This technique contains no statements for dealing with the damaged/broken route. By
using the MST algorithm, the proposed algorithm can avoid bottlenecks and find the best route.

2.2 | Routing schemes for the IoT

Naveen et al31 presented an efficient mobile gateway key for IoT applications. This study focuses on implementing this
protocol in mobile health devices such as patient monitoring systems. The user's or the patient's data is collected inde-
pendently and forwarded to the intelligent personal assistant (IPA) or the medical center for caretaking. This AMBRO
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mobile app is set up to monitor the patient via a personalized mobile gateway. However, for communication, this appli-
cation used a standard WSN routing protocol. As a result, it encountered common network issues. Through optimal
path identification and bandwidth-aware gateway selection, the proposed protocol can improve system efficiency.

Hamidouche et al32 investigated compressive sensing (CS) perceptions in the IoT environment. Initially, the authors
use a compressed sampling technique to analyze the CS theory with a low processing cost. In addition, a novel CS-based
approach to calculating, propagating, and accumulating information in the fusion center is proposed. An improved
cluster-sparse reconstruction protocol is proposed to reduce energy consumption and improve data reconstruction. So,
compression was performed at each access point, and reconstruction was performed based on data dependencies in the
fusion cluster. Despite the fact that the node performs the compression technique for accurate information reconstruc-
tion, an optimal path and path reconfiguration protocol is required to avoid network issues. Based on MST, the pro-
posed protocol provides an optimal solution for determining the gateway and the least weighted route.

Chithaluru et al33 proposed an energy-efficient trust derivation protocol to improve WSN security while reducing
system overheads. Because WSN performance is sensitive to network overhead, this protocol employs a game theoretic
approach to reduce network overhead. The disadvantage of this technique is that it is highly iterative and time-
consuming because it requests trust scores from neighbors. The transmission history of a node is used to calculate trust
values. The energy expended in these iterative processes should roughly equal the energy saved. Meanwhile, the pro-
posed scheme consumes less time and has less computational complexity because it employs the MST algorithm, which
is significantly more efficient than the previously mentioned trust-based approach.

Dev et al34 illustrated a modern wireless sensor network with energy harvesting (EHWSN) technique; This protocol
allowed the network's sensor nodes to mine energy from the surrounding resources. The MAC layer handles all optimi-
zations performed throughout this research. In the event of a broken link, this technique is unable to provide reliable
communication. There was also no way to avoid the bottleneck path. The communication links in the proposed tech-
nique are formed using the Steiner edge detection scheme. Additionally, the optimized Dijkstra's shortest path algo-
rithm (ODSP) determines the best gateway based on bandwidth. As a result, the proposed technique provides reliable
communication in the event of broken links.

Raslan et al35 developed a new redundancy-based weight election protocol (R-WEP) to allow communication among
internet-enabled devices. The case-monitoring weighted sensor networks are used to increase network lifetime based
on the weight election protocol; an efficient redundancy mechanism is used in the sensor nodes for re-configuration.
This technique chooses the CH and next hop node based on residual energy; the nodes that are exempted as a result of
this technique are known as redundant nodes. Because WSNs are intended to be deployed in dynamic environments,
the system must be self-configured. The proposed technique clusters the nodes as trees, and the MST algorithm deter-
mines the best path based on edge weight. Furthermore, by reducing the number of retransmissions, the network's
energy is conserved.

Hafeez et al36 proposed a standard design concept for the long-term implementation of wireless sensor monitoring
systems. This paper takes into account the fundamental requirements of wireless network parameters such as faster
deployment, quality of service (QoS), less maintenance, and low cost for all design components. This study only looks
at the implementation of a real-time WSN application using a standard field link scheme. The main disadvantage of this
concept is that the nodes are not clustered; additionally, the system is not designed to choose an alternate path if the
route is damaged. This is overcome by the proposed approach, which generates the route using an edge-weighted tree
based on the MST algorithm. In addition, the link is validated for transmission after the successful identification of the
optimal gateway.

2.3 | Routing for WSN with IoT and gateway

Hussain et al37 presented a ZigBee and general packet radio service (GPRS)-based IoT gateway system tailored to the
needs of telecom operators and various IoT application environments. It implements a model gateway link with
the application server, as well as the implementation issues associated with it. This concept makes use of a protocol
conversion mechanism in which the gateway repackages the data in accordance with the protocol of the sender's WSN
standard. However, this implementation does not specify the system's fault tolerance, which is required to obtain a reli-
able link for the gateway. The proposed technique defines a proper algorithm for both route selection and gateway iden-
tification, and the link should be validated and determined based on the bandwidth.
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Campbell et al38 proposed a rule-based gateway to connect the various IoT protocols and to provide a solution for
integration with horizontal IoT services. In IoT application scenarios, this protocol causes contextual fragmentation. In
addition, a generic IoT protocol is being developed to document the root cause of the IoT fragmentation problem. This
proposed protocol enables the standard message queuing telemetry transport (MQTT) scheme to combine QoS-based
parameters and other traffic-aware protocols. Despite the fact that this MQTT-based queuing service provides a solution
to some integration issues in horizontal IoT devices. The self-configuration scheme was not used in the gateway. Fur-
thermore, the gateway identification mechanism is inefficient for establishing a dependable link.

2.4 | Review on traffic attentive routing protocols

Mijuskovic et al39 propose a scheduler algorithm for multi-path propagation that uses the multi-path transmission con-
trol protocol (MPTCP), which reduces network energy consumption. They analyze multiple application schedules based
on the previous history of communications and various radio model energy interfaces using offline Markov decision
processing. Even though this technique attempts to reduce network energy consumption, one of the major drawbacks
is the lack of a hotspot detection protocol. As a result, the proposed protocol provides traffic-aware routing as well as
hotspot identification to stabilize network efficiency.

Yuan et al40 developed an energy-aware multipath TCP (eMPTCP) design model for mobile devices by analyzing
MPTCP energy models in various wireless fidelity (Wi-Fi) and mobile cellular interfaces. This technique identifies the
active region in which the MPTCP consumes significantly less energy than the baseline standard protocols. The pro-
posed scheme, which uses self-geographic data to identify the hotspot, provides a more accurate location estimation of
energy waste than the eMPTCP model. Furthermore, to handle cluster communication, the proposed technique
employs a novel CH selection scheme.

Lenka et al41 proposed an advanced MPTCP algorithm for improving energy conservation and network performance
in mobile WSNs. This protocol considers two different mobile applications: constant interval real-time, constant data
size, and continuous data transfer applications. Even though data is transferred in a dynamic path on a regular basis,
multi-path propagation is impractical in this approach. Furthermore, because this scheme lacks a traffic detection
mechanism, the likelihood of a transmission link disconnection is high. The proposed scheme provides a traffic-aware
hot-spot identification protocol that reconfigures the path and reduces the occurrence of bottlenecks using a location-
based algorithm.

Hu et al42 introduced a new multi-path–network utility maximization (MP-NUM) protocol. This protocol is suitable
for both multi-hop and single-hop users. A general solution for maximizing multi-path network utility is provided. This
study introduces mReno, a novel transmission control protocol (TCP) multipath technique. The MP-NUM protocol
determines the routing path based on random time slots, and it has a high delay tolerance. Because of the excessive
delay in the retransmission, the sender waits for acknowledgement in this protocol, and the redundant data received at
the receiver is dropped. The proposed scheme can optimize enormous energy and delay. Because the proposed scheme
relies on real-time network information rather than a random variable, the network's accuracy and reliability would be
improved.

Yang et al43 proposed a typical binary structure with cross-correlation assets for use in a wireless channel. This arti-
cle also depicts a novel back-off protocol. By removing the need for channel observation, this methodology can reduce
the need for energy consumption during data reception. To improve throughput, an additional collision avoidance
scheme based on prediction is provided. To avoid the bottleneck, this method uses a probabilistic approach to deter-
mine the carrier sensing. It forecasts network state based on node configuration and previous transmission. Despite the
fact that it is a deterministic polynomial approach, the significance of energy conservation is insufficient. The proposed
method groups nodes based on spanning parameters such as aggregate distance, marginal distance, and BS distances.
As a result, it saves more energy. The use of self-physical data improves the accuracy of hot-spot detection, which effec-
tively reduces collisions.

Feng et al44 proposed a bottleneck prediction scheme in WSN and explained how this could be avoided in the com-
munication channel further. A suitability cost metric function is calculated based on the number of sensor nodes avail-
able in the significant routing path. This cost metric function is used to make an estimated prediction of congestion or
bottleneck in the WSN. This protocol estimates the cost for all WSN edges and determines the lowest cost to choose the
routing path. It does not, however, identify the bottleneck's channel status. A bottleneck can even degrade the efficiency
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of a cost-conscious network. As a result, a traffic-aware collision detection scheme for WSN is required, and the pro-
posed routing scheme is derived. It lowers the likelihood of bottlenecks and increases network reliability.

Liu et al45 presented a lightweight buffer management scheme for WSN bottleneck prevention. This method can
prevent data overflow in the buffer of the middle sensor node. The possibility of congestion occurrence is avoided by
optimizing data transmission rates with automatic sensor re-configuration. This protocol reduces the occurrence of con-
gestion by reducing the size of the middleware buffer's stack queue. In addition, if the delay exceeds the threshold, this
protocol determines an alternate path. However, an efficient network requires a high throughput rate with low end-
to-end latency, which this protocol does not provide. The proposed protocol implements a traffic attention scheme
based on hotspot detection. P-TAVR eliminates the need to reduce buffer size or packet transfer rate because it regu-
lates data flow through three phases of control and achieves high throughput with minimal end-to-end delay.

2.5 | Review on cluster-based routing

Simiscuka et al46 proposed a multicast delivery approach to elucidate surplus energy consumption issues in networks
by taking into account node sensing capability. They focused on directional reception antennas to build a multi-hop
hierarchy using a two-step reconstruction routing pattern. In this study, two algorithms were used to determine the
multicast tree and the power vector of minimum transmission. One of the most significant drawbacks of this technique
is that it does not use a scheduling policy to regulate data packets over the channel.

Abd-Elmagid et al47 proposed a three-pronged approach to power devastation computing. Energy flow analysis
(EFA), input-output analysis (IOA), and ecological network analysis (ENA) were the approaches used. Their relative
importance and decision-making capability were investigated in the context of central power adoption. This protocol is
intended to investigate and examine public power and economic investigations, with the energy flow reasoning manag-
ing the scrutiny of initial and final power usage. This study takes into account the energy flow in both inbound and out-
bound urban power devastation scenarios. ENA was used to discover the driving economic sectors of energy
consumption, as well as the control/dependence relationships between sectors. To consume energy, the proposed tree-
based clustering technique and typical scheduling algorithm take into account the important energy-related
parameters.

According to Zou et al,48 the cutting edge in the field of WSN is defined by low energy consumption. This investiga-
tion discusses the advancements based on the WSN lineaments. In addition, network topologies, power sources, and
management level summaries are examined. This investigation and examination are limited to the hardware devices
and antennas that use WSN energy in precision agriculture. Because the routing protocol is one of the most important
factors influencing a network's energy consumption, it is necessary to consider the network's routing schemes and
scheduling policies. In a typical WSN, the proposed scheme derives a trust-based scheduling approach as well as an effi-
cient clustering scheme, and energy consumption has been analyzed in relation to various parameters.

Yang et al49 proposed a modern data acquisition scheme that is reliable and an energy-efficient routing (RMER) that
addresses the prerequisites of stability and power efficiency. Fewer sensing nodes are preferred in the coverage region,
while a large number of sensor nodes are chosen in and around the non-coverage region, reducing sensor node power
consumption and maximizing network lifetime. The disadvantage of this RMER technique is that it favors sensor nodes
located outside of the coverage region. As a result, the source/sender uses a lot of energy to send data over a specific
node, which reduces network lifetime. The proposed scheduling policy and optimal clustering scheme take energy-
related parameters into account. As a result, it consumes less energy and increases network lifetime. Table 1 tabulated
the performance evaluation of proposed and peer-existing methods.

TABLE 1 Performance evaluation of proposed and peer-existing methods.

Method ARE Throughput PDR End-to-end delay

Awan et al.23 Moderately less Less Good Moderate

Zhu et al.29 Moderately less High Good Good

Chithaluru et al.33 Less High Good Good

Feng et al.44 Less High Moderate Good

Proposed High High Very good Very good
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3 | PROPOSED METHODOLOGY

Congestion control in WSNs is a significant challenge and critical issue that can lead to inherent resource constraints,
disrupted communication, and network instability. Congestion has a significant impact on QoS, PDR, end-to-end delay,
and energy consumption; therefore, it must be managed. In WSNs, parameters such as collision, buffer overflow, chan-
nel constraints, and transmission rate cause congestion. WSN congestion can be alleviated in two ways: by reducing data
traffic or by increasing network resources. When there is congestion, packets are not properly received between the inter-
mediate nodes, making appropriate routing to the BS node impossible. The proposed method, which employs the opti-
mized Steiner minimum tree-based routing, can be implemented in different configurations. In addition, all of these
configurations necessitate optimal interconnections for a predefined set of objects and an objective function. The Steiner
tree problem in graphs is a well-known variant that often gets confused with the Steiner tree problem. The Steiner tree
problem in graphs necessitates the construction of a minimum-weight tree that contains all of the terminals for a given
undirected graph with non-negative edge weights and a subset of vertices known as terminals. Other well-known vari-
ants include the optimized Euclidean Steiner tree problem and the rectilinear minimum Steiner tree problem.

When there are multiple paths to take from a source node to a destination node, an optimized Steiner tree reduces
the number of forwarders and builds multiple trees in parallel with fewer common nodes; that is, multiple trees are
built from the source node via different neighboring nodes, with fewer common nodes among the trees built from these
neighboring nodes. According to its definition, it reduces the number of nodes and links used to construct a delivery
tree. As a result, it is extremely useful for representing multicast routing solutions.

3.1 | Network model

The network model used is IEEE 802.11ah, which is a subset of the IEEE 802.11 standard with some physical and MAC
layer revisions. IEEE 802.11ah allows networks to operate below 1 GHz, with a minimum data rate of 100 Kbps and a
single-hop transmission range of up to 500 m not including white space bands. IEEE 802.15.4 can handle data rates up
to 500 Kbps in an unlicensed 4.8 GHz band, but 802.11ah can handle data rates ranging from 710 Kbps to 6.1 Mbps in a
sub-2 GHz license-exempt band with a larger coverage area. By providing a hierarchical network organization that
improves simplicity and stability, the 802.11ah can associate with a greater number of stations. Furthermore, IEEE
802.11ah uses a fast association technique to avoid collisions. However, 802.15.4 can collaborate with 48,000 devices,
putting an undue strain on the BS.

3.2 | ODSP algorithm

As a new shortest-path algorithm, the ODSP algorithm is proposed. Instead of a single parameter, this algorithm used
multiple parameters to find the shortest valid path. The efficiency of the ODSP algorithm was assessed in terms of the
shortest path by measuring its nodes and time complexity. Individual networks are extremely vulnerable to node failures
due to the gateway disconnection issue. However, a hybrid network with multiple gateways reduces the issue of node
failure. One of the dense IEEE 802.11ah protocols is used here to achieve energy-efficient communication. Figure 3 rep-
resents the classical design of a dense IEEE 802.11ah access point. The proposed architecture supports both wired and
wireless structures. The WSN-IoT middleware and the gateway are linked by a wired connection. The gateway's connec-
tion to the WSN-IoT middleware is wired, but the sensor nodes and the gateway communicate via a wireless link.

This section describes the working principles, system architecture, and critical steps involved in the proposed tech-
nique. Figure 4 depicts the proposed scheme's block diagram. The first step is to create the IoT architecture. The nodes
in the network are then clustered using the Steiner minimum tree. The gateway is then adopted between the controller
and the radio network in the following step. The gateway receives and saves one copy of the information from the CH
before transmitting it to the Internet for proper processing, depending on the application's requirements. The final step
is link validation, which requests available bandwidth to prevent packet drops.

As shown below, there are three IoT architecture tiers.

• Client tier: The client-level structure acts as a bridge between the IoT device and the network. It makes services
more accessible to the end user. The services may differ depending on the data collected by the IoT sensor. At the
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client level, an application tier is created that defines each IoT sensor. A computer or mobile device browser, for
example, can access the application tier by executing protocols such as HTTP, FTP, and SMTP.

• Server tier: At this level, data processing and networking are managed. Pre-shared keys and passwords are used to
authenticate data received from clients. The validated data is then transmitted to the network layer via a wired or
wireless medium. The network layer is responsible for transporting sensed data between IoT Sensors and the network.

• Operator connection: The operators, who are typically service providers, are in charge of a client's validation and
authentication. Based on the client's request, the operator link redefines the service. It has the ability to add or

FIGURE 3 Structure of dense network IEEE 802.11ah.

FIGURE 4 Functional diagram of proposed scheme.
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remove clients/devices from the network. It also releases patches for the application tier in order to upgrade or cor-
rect any errors.

Because this is the basis of the feasibility criterion, consistency results in superior design performance. Figure 5
depicts the flow chart of the proposed routing scheme architecture.

3.3 | Clustering

The BS always generates an aggregated value for the end-users, and aggregating the data to be forwarded can also help
to reduce transmission overhead and energy consumption. Nodes in the network can be accommodated in small groups
known as clusters to support data aggregation. Clustering is the process of assembling nodes into groups based on a

FIGURE 5 Architecture of proposed routing scheme.
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mechanism. Clustering has been shown to improve network lifetime, a key metric for assessing a WSN's performance.
Clustering is used to enhance energy efficiency. Figure 6 represents the clustering of nodes.

The information obtained from neighbor nodes is used to construct a graph. The graph has vertices named
υ1,υ2,…,υn and an input root named ρ. Then, another graph is created with the vertex, edge, and edge interval being υρ,
ϵρ, and κρ, respectively. The apex, boundary, and station sets for a weighted subgraph are created from the previous
graph. Based on the cost of their boundaries, these cluster participants are combined into a cluster. The stages involved
in the formation of cluster members are depicted in Algorithm 1,

The information is properly routed through an optimal gateway after the cluster is formed with CHs and cluster
members.

3.4 | Optimal gateway adoption

The gateway is primarily made up of manually entered router internet protocol (IP) addresses in the host. This is the
most commonly used method because it is simple. However, if two or more routers are connected to the same subnet,

FIGURE 6 Clustering of nodes.
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the network administrator must decide which of these routers should receive the message. To resolve this issue, a post
office protocol (PoP) redirect message is available. The default gateway examines the destination host address of the
received message. If it determines that the message should be routed via another router, it will send a redirect message
to the source host with the IP address of the selected router. When the source host receives this message, it saves both
the destination host address and the second router address in order to send messages to this host via the second router.

• Sensor gateway—It is an all-in-one board that, depending on the software configuration, can function as a serial gate-
way or an ethernet gateway. With a plug-and-play option, this is simple to use.

• Serial gateway—This gateway communicates with the controller directly via an available universal serial bus (USB)
port. Because the serial gateway relies on available USB ports, it should be located near the controller.

• Gateway of Ethernet—This gateway connects to the Ethernet, and the controller allows for greater placement flexi-
bility than the serial gateway. Furthermore, the gateway can be placed in a central location on the radio network.

• Long range-message queuing telemetry transport (LoRa-MQTT) gateway—This gateway also connects to the ether-
net network and exposes a LoRA-MQTT broker that can be used with controllers that support MQTT, such as an
open home automation bus.

Before constructing a gateway, choose an option supported by the controller. Algorithm 2 determines the best
gateway.

3.5 | Route validation

When the occurrence of a bottleneck in the gateway increases, the likelihood of a packet drop increases. The link vali-
dation stage is included to determine the available bandwidth and avoid packet loss. Figure 7 depicts bandwidth-based
transmission.

Because the bandwidth required for transmission is less than the available bandwidth of the optimal gateway R2,
the link between R1 and BS is validated, and the packets are transmitted. As a result, if the required bandwidth for
transmission is less than the bandwidth available in the channel, the gateway link will be authenticated and selected
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for packet transmission. For higher bandwidth transmissions, the protocol will identify another gateway, and the pro-
cess will be repeated until an optimal gateway link is authenticated.

4 | RESULTS AND DISCUSSION

This section compares the simulation results for the proposed technique to the results of other techniques. The pro-
posed protocol's performance can be measured by comparing it to existing schemes such as AREOR,22 adaptive
ranking-based improved opportunistic routing (ARIOR),30 and adaptive ranking fuzzy-based energy-efficient opportu-
nistic routing (ARFOR).33 Network Simulator 2.34 (NS2.34) was the simulation tool used for the performance analysis.

4.1 | Network parameters

The network parameters developed in this concept are based on a typical IEEE 802.11ah WPAN. The network's dimen-
sions were 1000m�1000m. The deployment of sensor nodes was distributed at random. The spanning distance between
the nodes ranged from 25m to 50m. In this network, 100 sensor nodes with an average energy of 1.5 J each were dis-
tributed uniformly. One BS node served this network. These sensor nodes had an observing interval of 10ms. Each sen-
sor node was capable of transmitting packets of up to 512-bits per second (bps). The available bandwidth for this
network model was 40MHz. The total simulation time was 1500 s. User datagram protocol/constant bit rate was the
application type. Table 2 lists the network parameters used in the simulation, which were derived from literary works.

4.2 | ARE

The ARE parameter determines which sensor nodes in the routing path have the most remaining energy. Sensor nodes
with the highest ARE can participate in communication for a longer period of time. As a result, a system with a high

FIGURE 7 Bandwidth-based transmission.

TUMULA ET AL. 15 of 21

 10991131, 2024, 1, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1002/dac.5633, W

iley O
nline L

ibrary on [10/01/2025]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense981



ARE is considered an energy-efficient wireless network. Figure 8 depicts the ARE analysis for the proposed technique
and its comparison with the AREOR, ARIOR, and ARFOR protocols. When compared to peer existing routing proto-
cols, the proposed protocol demonstrated the highest ARE.

At simulation time 100 s, the energy level in the existing AREOR technique was 326 mJ. However, the proposed
efficient clustering and optimized Steiner tree routing algorithm achieved higher residual energy, resulting in an energy
level of 248 mJ at 100 s. The results show that the proposed protocol resulted in a 53.7% decrease in
energy consumption.

4.3 | PDR

PDR is calculated as the ratio of total packets acquired at the terminal node to total packets transmitted from the source
node. As illustrated by the graphical representation in Figure 9, while parallel connections are augmented, the proposed
scheme achieves high PDR when compared to peer existing routing protocols.

In the existing protocols, the PDR was high in the AREOR, with PDR values for the least and most parallel links of
87.7% and 51.8%, respectively. Following the implementation of the proposed protocol, the PDR increased to 85.1% and
39.32%, respectively. As a result, the proposed scheme increased PDR values by 2.34% and 11.67% for the least and most
parallel links, respectively.

TABLE 2 Network parameters.

Parameter Units

Distribution area 1000m�1000m

Nature of distribution Uniform

Nodes span 25 to 50 m

Total nodes 100

Source node 1

Initial node energy 1.5 J

BS 1

Maximum coverage 100 m

Bandwidth 40 MHz

Transfer rate 10 packet/s

Packet size 512-bits

Simulation time 1500 s

FIGURE 8 Performance analysis of ARE over proposed versus peer routing protocols.
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4.4 | Throughput

The ratio of data packets acquired at the terminal node to data packets forwarded by the origin node is known as
throughput.

Figure 10 depicts the proposed protocol's throughput analysis and comparison with other available techniques.
When considering the throughput rate, it can be seen that the proposed scheme outperforms the other protocols.
Among the existing protocols, AREOR has the highest throughput rate between simulation times 0 and 100, achieving
an average of 3217 bps. The proposed protocol, on the other hand, achieved an average throughput of 4237 bps. As a
result, it is clear that the proposed protocol resulted in a 35.6% increase in average throughput.

4.5 | End-to-end delay

End-to-end delay can be caused by a variety of factors, including optimal path selection, queue length, and communica-
tion period. Figure 11 depicts the simulation analysis and comparison of the end-to-end delay based on the number of
nodes. When compared to the existing protocols, the proposed protocol has the least amount of delay.

The AREOR experienced significantly less delay in the existing protocols, with the end-to-end delay for the mini-
mum and maximum number of nodes being 42.7 ms and 187.8 ms, respectively. The proposed protocol's implementa-
tion of the optimized Steiner tree routing algorithm reduced the end-to-end delay for the minimum and maximum
number of nodes to 31.87 ms and 148.9 ms, respectively. According to the results, the proposed technique reduced the
end-to-end delay by up to 41.8% and 10.9% for the minimum and maximum number of nodes, respectively.

FIGURE 9 Performance analysis of PDR over proposed versus peer routing protocols.

FIGURE 10 Performance analysis of throughput over proposed versus peer routing protocols.
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4.6 | Energy consumption

Energy consumption includes total energy consumed during data packet transmission and reception, control packet
generation, and energy consumed by a WSN node in an idle state. Energy consumption is an important factor because
it influences a number of other parameters that are directly related to the performance and operational viability of IoT
networks.

Figure 12 shows that OEDSR consumes approximately 47%, 41%, and 38% less energy than the AREOR, ARIOR,
and ARFOR protocols, respectively. Power consumption is kept to a minimum even at the maximum density of
100 nodes. When using the fewest possible nodes in a cluster, the proposed method uses approximately 38% less power
than its predecessor.

4.7 | Network energy efficiency

Energy efficiency is a factor that defines the average energy consumed per unit bit in a WSN and is expressed in joules/
bits. In other words, energy efficiency is a measure of the energy cost per bit of data transmitted in a network. It is
another important factor that determines the cost of energy efficiency for a routing protocol. Figure 13 shows that the
proposed protocol consumes 51%, 42%, and 35% less energy per bit than the AREOR, ARIOR, and ARFOR protocols,
respectively, even at 100 nodes. As previously discussed, the best energy efficiency proposed is due to its low energy
consumption and high PDR among its peers.

FIGURE 11 Performance analysis of end-to-end delay over proposed versus peer routing protocols.

FIGURE 12 Performance analysis of energy consumption over proposed versus peer routing protocols.
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4.8 | Network lifetime

Network life is defined as the number of rounds that protocol support receives in an existing network before all nodes
are exhausted, or as the amount of time that a WSN is fully operational. As a result, it measures the amount of time the
network is operational.

Figure 14 shows that the proposed method supports the most rounds. It has roughly 21% more rounds than its
nearest competitor, ARFOR. In this scenario, OEDSR gains 81%, 45%, and 21% more rounds than AREOR, ARIOR, and
ARFOR, respectively.

5 | CONCLUSION AND FUTURE SCOPE

An optimized OEDSR algorithm is proposed in this paper. First, the mobility and energy factors of the sensor nodes are
measured, and an optimal route to the BS is determined based on the computation of both values. The number of con-
nections is then reduced by creating a cluster using a hierarchical tree design to reduce power consumption in the
WSN. The graph theory approach achieves sensor node clustering via our proposed Steiner tree algorithm; additionally,
the central sensor node of a cluster is chosen as the CH. The proposed protocol was compared to the existing protocols,
namely AREOR, ARIOR, and ARFOR. PDR, throughput, end-to-end delay, and AER are network parameters that are
determined. The measured results show that the proposed protocol outperforms the existing peer-to-peer routing proto-
cols. The reasons for the proposed technique's high performance are discussed further below. The proposed protocol is
adaptable to changing environments. As a result, it reduces the impact of bottlenecks and increases network lifetime. It
can efficiently identify the congested route and reconfigure the broken path. As a result, the likelihood of end-to-end
delay is reduced. The communication links in the proposed technique are formed using the optimized Steiner edge
detection scheme. Furthermore, the best gateway for bandwidth is determined. As a result, the proposed technique

FIGURE 13 Performance analysis of energy efficiency over proposed versus peer routing protocols.

FIGURE 14 Performance analysis of network lifetime over proposed versus peer routing protocols.
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provides reliable communication in the event of broken links. Optimized data management should be provided for
resource-constrained WSNs in the future.
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ABSTRACT 

The exponential growth in genomic data availability has spurred innovative cancer prediction strategies 
In this study, we applied "Gene Set Enrichment Analysis (GSEA)" alongside potent deep learning techniques 
to forecast lung cancer. GSEA yielded crucial insights into the molecular pathways underpinning lung cancer, 
guiding subsequent model development. Standalone models, comprising Deep Neural Networks (DNNs) 
achieving 80% accuracy and Long Short-Term Memory networks (LSTMs) demonstrating an impressive 
90% accuracy, were implemented. The integration of these models into an ensemble approach, combining 
DNNs and LSTMs, amplified predictive accuracy to an exceptional 98%, emphasizing the efficacy of 
ensemble methods. This research highlights the pivotal role of comprehensive data integration and GSEA in 
uncovering disease-related pathways, providing novel insights into the intricate landscape of lung cancer. 
The study's contribution lies in demonstrating the effectiveness of ensemble deep learning models, 
significantly advancing predictive accuracy. By contributing to precision medicine literature, this research 
establishes a foundational framework for the development of sophisticated diagnostic tools in lung cancer, 
bridging the realms of integrated genomics and deep learning analyses. 

Keywords: Gene Set Enrichment Analysis (Gsea), Dnn, Lstm, Ensemble Deep Learning, Lung Cancer Prediction, 
Precision Medicine.  

1. INTRODUCTION 

In the field of cancer research, the exponential 
growth of genomic data has become a driving force, 
propelling investigations into the intricate molecular 
landscapes of diseases. This study focuses on lung 
cancer, a pervasive global health challenge, aiming 
to navigate the complexities of its genomic makeup 
through a strategic fusion of data integration and 
advanced deep learning techniques.  
 

The narrative unfolds with the application of 
“Gene Set Enrichment Analysis (GSEA)”, a robust 
bioinformatics tool that serves as a compass by 
unveiling key molecular pathways associated with 
lung cancer. This critical preliminary step not only 
informs subsequent deep learning analyses but also 
directs attention toward specific pathways crucial for 
deciphering the disease's complexity and predicting 
its trajectory. 
 

Stepping into the arena of deep learning, 
standalone models, including “Deep Neural 
Networks (DNNs) and Long Short-Term Memory 

networks (LSTMs)”, take center stage. Their 
individual performances underscore the inherent 
efficacy of deep learning in capturing the nuanced 
genomic patterns associated with lung cancer, 
setting the stage for a more nuanced predictive 
framework. 
 

As we peer into the horizon, this study 
introduces an ensemble model, a symbiosis of both 
DNNs and LSTMs, aimed at further elevating 
predictive capabilities. This collaborative approach 
seeks not only to mitigate individual model 
limitations but also to synergistically enhance 
predictive robustness, representing a pivotal step 
towards precise lung cancer prediction. 
 
2. RELATED WORKS 

The literature review encapsulates an extensive 
examination of diverse research articles on cancer 
detection, prediction, and biomarker identification. 
The subsequent detailed review includes citations 
[n], where n corresponds to the reference number 
provided: 
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Lung cancer detection has garnered 

considerable attention, with Kurkure and Thakare 
[1] introducing an automated system utilizing an 
evolutionary approach. While contributing to 
computer-aided diagnosis, the evolutionary 
approach warrants further exploration of its 
limitations and performance across diverse datasets. 

 
Gene Set Enrichment Analysis (GSEA) has 

played a pivotal role in cancer research. Ai [2] 
presented "GSEA–SDBE, a gene selection method 
for breast cancer classification based on GSEA." The 
integration of GSEA for gene selection in breast 
cancer classification highlights its potential, 
necessitating a more comprehensive exploration of 
its generalizability and challenges in real-world 
scenarios [Hypothesized Problem Statement]. 

 
Insights into GSEA for evaluating gene 

expression patterns were provided by Shi and 
Walker [3], emphasizing its usefulness in 
comprehending intricate biological processes. 
Despite its utility, the GSEA approach presents 
several drawbacks and challenges that require 
resolution. 

 
The study by Gao, Hu, and Zhang [4], focusing 

on bioinformatics data analysis of the hippocampal 
CA1 region in Alzheimer's disease using GSEA, 
showcases the promise of GSEA in Alzheimer's 
disease. However, further research is needed to fully 
comprehend its associated difficulties. 

 
Using GSEA, Buchner et al. [5] discovered 

disrupted pathways in penile cancer, outlining 
difficulties and constraints. Yet, more investigation 
is essential to fully grasp the utilization of GSEA in 
identifying dysregulated pathways in specific cancer 
types. 

 
Akahori et al. [6] explored liver toxicity 

assessment utilizing GSEA in rat primary 
hepatocytes. Despite the findings, additional details 
are needed to understand the specific difficulties or 
restrictions related to using GSEA to assess liver 
damage. 

 
The study by Basree et al. [7] employed GSEA 

of breast tissue from healthy women with a short 
history of breastfeeding, revealing enrichments in 
various signaling pathways. However, a more 
thorough examination of the difficulties and 
restrictions associated with GSEA in this context is 
necessary. 

 
References [8, 9], and 10 delve into how 

supervised machine learning algorithms have been 
used to predict lung cancer. While these studies 
elaborate on the difficulties in using these 
algorithms, more research is necessary to fully 
understand these challenges and their impact on the 
ability to predict lung cancer. 

 
Chen and Chen [11] proposed a non-small cell 

lung cancer prognostic index with the potential to 
predict clinical outcomes. A thorough examination 
of the challenges and limitations of using the 
prognostic index across multiple cell types and 
stages of lung cancer is essential [Hypothesized 
Problem Statement]. 

 
In the pursuit of improving lung cancer relapse 

prediction, the developed Optuna_XGB 
classification model was introduced by [12]. The 
study delves into specific challenges and limitations 
associated with this model, emphasizing the 
potential enhancements it brings to lung cancer 
relapse prediction. 

 
Random forest classifiers were employed by 

[13] for predicting novel biomarkers in lung cancer. 
While the study provides an elaboration on potential 
challenges or limitations, further research is required 
to enhance our understanding of the predictive 
capabilities of random forest classifiers for lung 
cancer biomarkers. 

 
Möckel [14] presented perspectives on 

cardiovascular biomarkers, highlighting the shift 
towards personalized approaches. Despite 
identifying specific challenges or limitations, the 
study contributes to the evolving landscape of 
cardiovascular biomarker research. 

 
Molecular biomarkers of epileptogenesis were 

explored by Pitkänen and Lukasiuk [15], offering an 
in-depth exploration of challenges and limitations in 
this context, contributing to our understanding of 
molecular mechanisms underlying epileptogenesis. 

 
[16], [17] focused on biomarkers in small cell 

lung cancer and molecular epidemiology of lung 
cancer, respectively. Both studies provided detailed 
discussions on specific challenges or limitations in 
their respective areas, advancing our understanding 
of biomarker identification and molecular 
epidemiology in lung cancer. 
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Sudhindra, Ochoa, and Santos [18] discussed 
biomarkers, prediction, and prognosis in non-small-
cell lung cancer. While identifying specific 
challenges or limitations, the study emphasizes the 
critical role of biomarkers in predicting and 
personalizing treatment for non-small-cell lung 
cancer. 

 
The literature review underscores the notable 

progress made in leveraging genomic data and deep 
learning techniques for cancer prediction, 
particularly in the context of lung cancer. However, 
this comprehensive survey also reveals a 
conspicuous gap in achieving a unified and highly 
accurate predictive model. While standalone models, 
such as Deep Neural Networks (DNNs) and Long 
Short-Term Memory networks (LSTMs), have 
demonstrated promise individually, their integration 
into a comprehensive ensemble model remains 
underexplored in the existing body of literature. 
Moreover, the practical implementation and 
scalability of these models in real-world clinical 
scenarios are notably absent from the current 
discourse. Recognizing these gaps, our study posits 
a hypothesis that addresses this significant challenge 
by proposing an integrated methodology. This 
hypothesis forms the foundation for our research, 
aiming to not only enhance the predictive accuracy 
of existing models but also ensure their practical and 
scalable implementation in real-world clinical 
settings. In doing so, our study aspires to contribute 
a critical bridge between current research endeavors 
and the imperative need for effective precision 
medicine solutions in lung cancer prediction. 

 
3. METHODOLOGY 

Our research methodology is carefully designed 
to use a combination of cutting-edge techniques to 
break down the complexity of lung cancer 
prediction. This section describes the methodical 
approach used to combine ensemble strategies and 
deep learning techniques in feature selection, data 
pre-processing, and predictive model development. 
 
3.1 Dataset Integration, GSEA Analysis, And 
Exploratory Research 

During the initial phases of our study, we 
conducted a crucial investigation in which we 
utilized the Gene Set Enrichment Analysis (GSEA) 
tool to effectively merge gene profiles from multiple 
separate datasets: 
DING_LUNG_CANCER_MUTATED_SIGNIFIC
ANTLY dataset, 
DING_LUNG_CANCER_MUTATED_RECURRE

NTLY, 
DING_LUNG_CANCER_MUTATED_FREQUEN
TLY, and 
KEGG_NON_SMALL_CELL_LUNG_CANCER 
datasets."  
The goal of this strategic integration was to 
synthesize various data sources into a single, 
comprehensive repository in order to better 
understand the complex molecular landscape related 
to lung cancer. The process of amalgamation 
established a foundation for a logical and sturdy 
analysis, offering a comprehensive perspective of 
the genomic patterns suggestive of lung cancer. We 
used the 
Lung_Mich_collapsed_symbols_common_Mich_B
ost.Lung_Michigan.cls.txt for GSEA analysis and  
phenotype.  
 

Our GSEA dataset comprises of 259 
entries, each with 12 columns, presenting 
information on various Genes symbols related to 
lung cancer. The first column contains the names of 
these genes. The dataset includes quantitative 
metrics such as pathway size, enrichment score (ES), 
normalized enrichment score (NES), nominal p-
value (Nom P-val), false discovery rate (FDR), and 
family-wise error rate (FWER).  
 

 
Figure 1:  Distribution Of Phenotype In The Dataset 

 
The phenotype values are mainly 

considered for lung cancer  prediction  which are 
represented as follows: 
 
Lung cancer: 1 or "Alive" 
Normal lung tissue: 0 or "Dead" 
 

`Our study with the GSEA program was 
intensive, focusing on identifying gene sets that 
could potentially serve as biomarkers intricately 
linked to lung cancer. This bioinformatics tool not 
only facilitated the identification of unique 
characteristics associated with lung cancer but also 
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paved the way for the subsequent characterization of 
biomarkers that could redefine our understanding of 
the disease. 

Following the GSEA analysis, we 
conducted in-depth exploratory research within the 
dataset. Our goal was to uncover additional 
information essential for the accurate identification 
of lung cancer. The dataset, encompassing 
information related to lung cancer phenotypes and 
gene expression profiles, became a rich repository of 
biological insights. By adeptly handling columns 
and discerning statistical significance through 
features like “NOM_p-val, 'FWER_p-val,' and 
'RANK_AT_MAX,' “we gained valuable insights 
into the genetic nuances of lung cancer. 
 
 Exploratory Research and Enrichment Plot 

Building upon the GSEA findings, our 
exploration extended to unravel further intricacies 
within the dataset before the formal data 
preprocessing phase. This involved a comprehensive 
review of features and statistical measures 
contributing to a nuanced understanding of the 
underlying biology. A significant outcome of this 
exploration was the generation of an enrichment 
plot, providing a dynamic visual representation of 
Enrichment Scores across the dataset. This 
visualization became instrumental in deciphering 
molecular patterns and variations associated with 
lung cancer. 
 
 

 

 
 

Figure 2 : Enrichment Plots for two of the datasets 
 

Incorporating pre-ranked metrics further 
enriched our analytical approach, offering a detailed 
examination of individual gene contributions to 
overall enrichment. This combined approach, 
integrating GSEA insights and exploratory research 
before formal data preprocessing, positions our 
analysis at the forefront of deciphering the intricate 
molecular signatures of lung cancer. It not only 
enhances our understanding of potential biomarkers 
but also sets the stage for advanced diagnostic tools 
rooted in comprehensive genomic and enrichment 
analyses. 
 
3.2 Data Preprocessing  

The next phase of our methodology 
involves thorough data preprocessing to ensure the 
dataset's quality and suitability for lung cancer 
analysis. Key steps were undertaken: 

 
3.2.1 Data Cleaning: 
• The dataset, sourced from a GSEA tool, 
underwent meticulous cleaning to eliminate 
irrelevant columns. 
• Addressing imbalanced datasets, we implemented 
the “Synthetic Minority Oversampling Technique 
(SMOTE)” to create synthetic samples for the 
minority class, ensuring a balanced distribution. 
 
3.2.2 Feature Selection: 
• To enhance code readability, we renamed columns 
such as FWER p-val to FWER_p-val, RANK AT 
MAX to RANK_AT_MAX, and NOM p-val to 
NOM_p-val. 

994



Journal of Theoretical and Applied Information Technology 
31st January 2024. Vol.102. No 2 

©   Little Lion Scientific  
 

ISSN: 1992-8645                                                                    www.jatit.org                                                    E-ISSN: 1817-3195 

 

 
764 

 

• High correlation features, notably FDR q-value, 
were removed to improve the model's 
generalization. 
 
3.2.3 Splitting the Data: 
• Leveraging the train_test_split() function, we 
partitioned the data into training and testing sets. 
This ensures model evaluation on untested data, 
contributing to overall generalizability. 
 
3.2.4 Normalizing the Data: 
• Utilizing the StandardScaler() method, we 
standardized numerical features, bringing them to a 
common scale for improved interpretability and 
operational efficiency of deep learning algorithms. 
   
3.3 Evaluating Target Variables  

Phenotype, which indicates whether a 
patient has lung cancer or not, is the target variable. 
To forecast the phenotype of new patients, the model 
seeks to identify patterns in input features, such as 
gene expression levels. The model's ability to 
forecast the risk of lung cancer is trained and 
assessed using phenotype.  

Y_pred= clf.predict(X_test) 
 

 
 
For the test data X_test, this formula 

predicts the target variable y using the trained 
classifier clf. The variable y, which is taken from the 
Data Frame 𝑑𝑓[′𝑝ℎ𝑒𝑛𝑜𝑡𝑦𝑝𝑒′], represents the target 
variable. The variable y_pred contains the expected 
value.  
 
 3.4 Model Building 

The process of constructing models 
involves training the Dense Neural Network (DNN), 
LSTMs, and an Ensemble of LSTM & DNN, 
incorporating hyperparameter tuning for optimal 
accuracy. This phase encompasses: 
 

Extracting disease-gene associations from 
medical transcripts through techniques like Named 
Entity Recognition. Identifying biomarkers via gene 
correlation and expression pattern analysis, 
unveiling specific genes or molecular features linked 
to lung cancer. 
 

The achieved test accuracy reflects the 
model's ability to correctly identify instances of lung 
cancer. This comprehensive approach ensures a 
robust and well-generalized model, contributing to 
the reliability of predictions in real-world scenarios. 
 

The model exhibiting superior performance 
and associated hyperparameters are selected based 
on accuracy scores acquired during the 
hyperparameter tuning procedure. 
 
Generalized Formulas in Model Building:  

 
1. Normalization/Standardization: 

Formula:  
 

𝑥௭ௗ  =  
௫ି (௫)

௦௧ௗ(௫)
                   (1) 

 
Purpose: Ensures that features are on 
a similar scale, preventing some 
features from dominating others. 

 
2. Handling Categorical Variables - One-

Hot Encoding: 
 
Formula: 

 
      One-Hot(x) =     1 if x= category otherwise  
                                   0                                 (2) 

 
Purpose: Converts categorical variables 
into a format that can be fed into deep 
learning models. 

 
3. Binary Cross entropy Loss (Binary 

Classification): 
 
Formula:  

𝐵𝑖𝑛𝑎𝑟𝑦 𝐶𝑟𝑜𝑠𝑠 𝑒𝑛𝑡𝑟𝑜𝑝𝑦  

= 
1

N
∑ (yi log ( pi

N
i=1 )+(1-yi). log (1-pi ))       (3) 

 
                                                   Purpose: 
Commonly used for binary classification 
problems. 
 
 

4. Mean Squared Error (Regression): 
 
Formula: 

MSE =  
ଵ


∑ (y୧ − yො୧)

ଶ
୧ୀଵ                      (4) 

 
Purpose: Commonly used for regression 
problems. 

 
 
3.5 Model Architecture and Training 

To distil the essence of each model's goal 
and prediction process, we provide a simplified yet 
comprehensive understanding of our employed 
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neural network architecture and training 
methodology. 
 

This architecture is tailored to balance 
complexity and interpretability, allowing for 
meaningful feature extraction while minimizing the 
risk of overfitting. 
 

The model undergoes training using the 
Adam optimizer with a learning rate of 0.001. 
Training occurs over 20 epochs, with a batch size of 
32. During training, the model optimizes an 
objective function that incorporates a loss term and 
a regularization term. This dual optimization 
strategy aims to enhance predictive accuracy by 
penalizing overly complex models and minimizing 
prediction errors. 
 

 
Figure 3: Model Architecture Of The Proposed System 

 
Our chosen neural network architecture is 

implemented using Keras with a TensorFlow 
backend, aiming for clarity and effectiveness. The 
model is designed for binary classification, 
specifically in predicting lung cancer status. Here is 
an overview of the model's structure: 
 
ALGORITHM: TARGETING LUNG CANCER WITH 

ENSEMBLE LEARNING AND ATTENTION MECHANISM 
 
INPUT: 
    - x: GSEA Dataset 
 
OUTPUT: 

    - Model Comparison Visualization and Targeting 
Lung Cancer 
 
Step 1: Load and Pre-process Data 
 
file_path = "gsea_report.csv" 
df = load_data(file_path) 
columns_to_drop = ['NAME', 'GS DETAILS', 'GS 
follow the link to MSigDB', 'LEADING EDGE'] 
df = preprocess_data(df, columns_to_drop) 
column_names = {'NOM p-val': 'NOM_p-val', 
'FWER p-val': 'FWER_p-val', 'RANK AT MAX': 
'RANK_AT_MAX'} 
df = rename_columns(df, column_names) 
X, y = extract_features_and_labels(df) 
 
Step 2: Scale and Reshape Data 
 
scaler = StandardScaler() 
X_scaled, _ = scale_data(scaler, X, X) 
X_reshaped, _ = reshape_data(X, X, X_scaled) 
 
Step 3: Build and Train Ensemble Model with 
Attention Mechanism 
 
ensemble_model = 
build_ensemble_model(X_scaled, X_reshaped) 
train_ensemble_model(ensemble_model, X_scaled, 
X_reshaped, y) 
 
Step 4: Evaluate Ensemble Model 
 
X_test_scaled, _ = scale_data(scaler, X, X) 
X_test_reshaped, _ = reshape_data(X, X, 
X_test_scaled) 
evaluation_result = 
evaluate_ensemble_model(ensemble_model, 
X_test_scaled, X_test_reshaped, y) 
 
Step 5: Save and Plot Model 
 
save_model(ensemble_model, 
"path/to/save/model.h5") 
plot_model(ensemble_model, 
"path/to/save/model_plot.png") 
 
Step 6: Predict and Evaluate Individual Models 
 
for model_type in ['dense', 'lstm']: 
    model = build_model(model_type, X_scaled, 
X_reshaped) 
    train_model(model, X_scaled, y) 
    eval_result = evaluate_model(model, 
X_test_scaled, y) 
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    print(f"{model_type.capitalize()} Model 
Evaluation Result:", eval_result) 
 
Step 7: Print Results 
 
print("Ensemble Model Evaluation Result:", 
evaluation_result) 
 
 

 
3.6. Model Training  

In this study, we developed predictive 
models for lung cancer diagnosis using deep-
learning algorithms. Throughout the training 
process, the features of each algorithm were 
carefully considered, and hyperparameters were 
optimized to improve prediction performance. An 
outline of each model's training process is provided 
below:  

 
3.6.1  DNN 

In parallel with the development of the 
Dense Neural Network (DNN) using the Keras API, 
a comprehensive training phase was initiated to 
optimize the model's performance. The sequential 
model architecture was meticulously crafted, 
encompassing three pivotal layers. At the core, the 
output layer featured a single neuron employing the 
sigmoid activation function, tailor-made for the 
binary classification task at hand. The input layer, 
comprising 64 neurons, embraced the rectified linear 
unit (ReLU) activation function, fostering the 
model's capacity to capture intricate patterns in the 
data. A strategically positioned hidden layer, with 32 
neurons and ReLU activation, contributed to the 
model's ability to discern complex relationships 
within the input features. 

 
For the training process, the Adam 

optimizer was employed, incorporating a learning 
rate of 0.00025 to fine-tune the model's weights and 
biases. In terms of evaluation, the accuracy metric 
was chosen to gauge the model's effectiveness in 
correctly classifying instances, while the binary 
cross-entropy loss function provided a measure of 
the model's performance against the ground truth. 

 
The training unfolded over ten epochs, each 

epoch representing a complete iteration through the 
entire training dataset. A batch size of thirty-two was 
employed, optimizing the efficiency of parameter 
updates during each epoch. Importantly, a prudent 
approach was taken by incorporating a 20% 
validation split, enabling real-time monitoring of the 
model's performance on a subset of the training data. 

This validation split played a crucial role in 
assessing the model's generalization capabilities and 
identifying potential overfitting. 

 
Upon the culmination of the training and 

evaluation phases, the model demonstrated a 
commendable test accuracy of 0.80. This metric 
underscores the model's proficiency in accurately 
categorizing instances within the previously unseen 
test set, attesting to its robust learning and 
generalization capabilities. This comprehensive 
approach to model development and training lays the 
foundation for its applicability in real-world 
scenarios, emphasizing the importance of thoughtful 
architecture design and parameter tuning in 
achieving optimal predictive performance. 

 
3.6.2 LSTM  

In order to capture the intricate sequential 
dependencies inherent in gene expression data, a 
dedicated Long Short-Term Memory (LSTM) model 
was meticulously constructed using the Keras API 
during the training phase. The LSTM architecture, 
tailored for its proficiency in handling sequential 
information, was composed of three pivotal layers. 
At its core, the Dense output layer featured a single 
neuron utilizing the sigmoid activation function, 
aligning with the binary classification nature of the 
task. The first LSTM layer, boasting 64 neurons and 
ReLU activation, provided the model with the 
capability to comprehend intricate temporal patterns 
within the data. Subsequently, a second LSTM layer 
with 32 neurons and ReLU activation further 
enhanced the model's capacity to capture nuanced 
sequential relationships. 

 
The evaluation of the LSTM model was 

grounded in accuracy, chosen as the metric to assess 
the model's effectiveness in correctly classifying 
instances. The binary cross-entropy loss function 
was employed to quantify the model's performance 
relative to the ground truth, while the Adam 
optimizer, configured with a learning rate of 0.0001, 
orchestrated the fine-tuning of model parameters. 

 
The training process unfolded over 10 

epochs, each representing a complete iteration 
through the reshaped training data. A prudent batch 
size of 32 was selected to optimize the efficiency of 
parameter updates during each epoch. Importantly, a 
20% validation split was introduced, offering real-
time insights into the model's performance on a 
subset of the training data, thereby mitigating the 
risk of overfitting. 
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Upon completion of the training phase, the 
LSTM model exhibited a robust test accuracy of 
0.90. This result attests to the model's efficacy in 
accurately identifying instances within the reshaped 
test set, particularly those with a time series or 
sequential structure. The success of the LSTM 
model highlights its suitability for capturing 
temporal dependencies in gene expression data, 
showcasing its potential for application in tasks 
requiring a nuanced understanding of sequential 
patterns. 

 
3.6.3 Ensemble 

 The ensemble model developed in this study 
represents a powerful fusion of "Long Short-Term 
Memory (LSTM) and Deep Neural Network 
(DNN)" architectures, strategically amalgamated to 
capitalize on the distinctive strengths of each 
component. The DNN, with its ReLU activations 
and dense layers, adeptly captures intricate nonlinear 
correlations inherent in the gene expression dataset. 
Concurrently, the LSTM network excels in 
deciphering temporal dependencies and patterns, 
leveraging its multiple layers of LSTM units. A 
noteworthy enhancement is the incorporation of an 
attention mechanism within the ensemble model. 
This mechanism dynamically emphasizes critical 
information during decision-making, facilitating a 
symbiotic relationship between the DNN and LSTM. 

 In comparison to individual models, this 
synergistic approach substantially amplifies the 
model's capability to discern pertinent patterns in the 
genetic data, culminating in superior predictive 
performance. Particularly noteworthy is the model's 
exceptional test accuracy, achieving a remarkable 
perfection rate at 0.98. This outstanding result 
underscores the effectiveness of the ensemble model 
in harnessing the complementary strengths of DNN 
and LSTM architectures, further augmented by the 
attention mechanism. The success of this integrative 
model paves the way for advanced applications in 
genomics, showcasing its potential to contribute 
significantly to accurate and nuanced predictions in 
gene expression analysis. 

 
4. RESULTS 

The results of our thorough analysis of lung 
cancer prediction are presented below, along with 
performance metrics and key takeaways from the 
deep learning models that were used. The outcomes 
capture the unique capabilities of Long Short-Term 
Memory networks (LSTMs) and Deep Neural 
Networks (DNNs), as well as the collective strength 

of the ensemble model. The accuracy, precision, 
recall, and F1 score of every model are carefully 
analyzed to provide a detailed picture of their 
predictive power. We also discuss how the ensemble 
model's results might be interpreted, providing 
insight into how well it can identify complex 
patterns in the genomic data. These results add 
something significant to the ongoing conversation 
about precision medicine by offering a strong basis 
for the debate and consequences that follow. The 
results obtained from the implementation of the 
methodology are as follows: 
 

 
 

Figure 4: Model Comparison Based on Accuracy 
 
Figure 4 presents a comprehensive overview of the 
optimal accuracy achieved by our deep learning 
models on the test dataset. The individual 
performances of three distinct models are 
highlighted, providing valuable insights into their 
predictive capabilities. 
 
Firstly, the Dense Model, a fundamental deep 
learning architecture, demonstrates a commendable 
accuracy of 80%. This model, characterized by 
densely connected layers, serves as a baseline for 
comparison against more complex architectures. 
 
Moving to the Long Short-Term Memory (LSTM) 
model, we observe a significant improvement in 
accuracy, reaching 90%. LSTM networks are known 
for their ability to capture and remember long-term 
dependencies in sequential data, making them 
particularly well-suited for tasks involving temporal 
patterns. 
 
The most noteworthy result is attributed to the 
Ensemble Model, which surpasses the individual 
standalone models, achieving the highest accuracy 
of 98%. This ensemble model integrates the 
strengths of both the Dense Model and LSTM, 
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capitalizing on their respective advantages. The 
ensemble approach leverages the diversity of these 
models, combining their predictive power to 
enhance overall accuracy. This result underscores 
the efficacy of ensemble methods in achieving 
superior performance compared to individual 
models. 
4.1 Model Results   

 
The different models achieved high accuracy 

scores for predicting Lung Cancer. The accuracy 
scores obtained for each category were as follows: 
 

Table 1: Accuracy Score Of Different Models 
 

Model Precisio
n 

recal
l 

f1-
scor
e 

suppor
t 

Accurac
y 

DNN 0.66 0.94 0.99 52 0.81 

LSTM 0.94 0.79 0.86 52 0.90 

ENSEMBL
E 

0.99 0.95 0.97 52 0.98 

 
 

The model evaluation scores for lung 
cancer detection are summarized in the above table. 
The performance metrics comparison among the 
Deep Neural Network (DNN), Long Short-Term 
Memory (LSTM), and Ensemble Model reveals 
distinct strengths and weaknesses. The DNN, while 
achieving a high F1-score of 0.99 and a respectable 
recall of 0.94, lags in precision at 0.66, suggesting a 
higher false positive rate. In contrast, the LSTM 
exhibits a strong precision of 0.94, indicating a low 
false positive rate, but a lower F1-score of 0.86, 
reflecting a trade-off with recall.  

 

 
Figure 5:Comparision Of Model Evaluation Metrics 

 

The Ensemble Model emerges as the top 
performer across all metrics. With precision at an 
outstanding 0.99, recall at 0.95, and an impressive 
F1-score of 0.97, it strikes a balance between 
identifying true positives and minimizing false 
positives. Moreover, the Ensemble Model boasts the 
highest accuracy at 98%, surpassing both standalone 
models. This comprehensive analysis underscores 
the collective strength of ensemble methods, 
offering a robust solution for accurate and balanced 
predictions in the context of the studied dataset. 

 
 

 
 

Figure 6: Dense Model Classification Report 
 

 
Figure 7: LSTM Model Classification Report 
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Figure 8: Classification Report For Ensemble Model 

With Attention Mechanism 
 

The figure 6. shows the classification report 
of a dense model. The dense model is a mathematical 
model used to classify items based on their precision, 
recall, and support.The figure 7 and 8 shows 
classification report for LSTM model and Ensemble 
model with attention Mechanism respectively. 

 
4.2 Discussion: Addressing Limitations and 

Reflecting on Model Implementation 
 

In examining the findings of our research, it is 
imperative to address and reflect upon the inherent 
limitations of our work. While the ensemble model, 
integrating an attention mechanism with DNNs and 
LSTMs, has demonstrated remarkable predictive 
accuracy in gene expression research, the persistent 
challenge of model interpretability looms large. The 
intricate nature of deep-learning systems poses 
difficulties in understanding the decision-making 
process, raising concerns about transparency and 
trustworthiness—critical considerations in 
applications with substantial consequences, such as 
clinical genomics. 

 
A notable limitation lies in the extensive fine-

tuning and iteration required to achieve optimal 
model performance. This meticulous process 
introduces a delicate trade-off between model 
generalization and complexity. Striking the right 
balance is essential for ensuring the robustness of the 
model across diverse genetic profiles and real-world 
scenarios. Although our toolset, encompassing 
Python, NumPy, Pandas, Scikit-learn, TensorFlow, 
and Keras, has proven effective, ongoing 
advancements in tools and methodologies are 
necessary to enhance efficiency and reproducibility. 

 
Despite the success of our ensemble model, the 

discussion surrounding limitations extends to the 
broader landscape of genomics research. The 
adaptability of the ensemble model positions it as a 
valuable instrument, yet the persisting challenge of 
interpretability underscores the need for continuous 
efforts to develop methods allowing for the analysis 
and explanation of intricate model decisions. Our 
work contributes to the evolving knowledge base in 
the application of deep learning models in genomics, 
emphasizing their potential while highlighting the 
imperative of addressing limitations to maximize 
their utility and impact. As the field advances, 
ongoing investigation and innovation are essential 
for overcoming these challenges and furthering the 
potential of deep learning in genomics.  

 
 

5. CONCLUSION 

Our investigation effectively demonstrates the 
prowess of the ensemble model, amalgamating 
LSTM and DNN networks with an attention 
mechanism, in deciphering intricate gene expression 
patterns linked to lung cancer. This accomplishment 
significantly addresses our hypothesized problem of 
achieving a unified and highly accurate predictive 
model. While the model excels in predictive 
accuracy, the persistent challenge of interpretability 
underscores the necessity for ongoing refinement. 
Future efforts will strategically focus on enhancing 
the model's generalization capabilities to adapt 
across diverse genetic profiles, thereby expanding its 
utility. Pioneering the exploration of gene sets as 
potential biomarkers, our study contributes to 
reshaping genomics applications. The incorporation 
of an attention mechanism adds an innovative layer, 
dynamically highlighting critical information during 
decision-making. As our ensemble model evolves, it 
holds promise for revolutionizing lung cancer 
diagnosis. Ongoing endeavors to identify robust 
biomarkers and enhance interpretability not only 
place our research at the forefront of genomics 
advancements but also offer potential for furthering 
understanding and treatment in the field of lung 
cancer, representing an exciting avenue for future 
exploration. 
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Abstract—Given the proliferation of connected devices and 

the evolving threat landscape, intrusion detection plays a pivotal 

role in safeguarding IoT networks. However, traditional 

methodologies struggle to adapt to the dynamic and diverse 

settings of IoT environments. To address these challenges, this 

study proposes an innovative framework that leverages machine 

learning, specifically Red Fox Optimization (RFO) for feature 

selection, and Attention-based Bidirectional Long Short-Term 

Memory (Bi-LSTM). Additionally, the integration of blockchain 

technology is explored to provide immutable and tamper-proof 

logs of detected intrusions, bolstering the overall security of the 

system. Previous research has highlighted the limitations of 

conventional intrusion detection techniques in IoT networks, 

particularly in accommodating diverse data sources and rapidly 

evolving attack strategies. The attention mechanism enables the 

model to concentrate on pertinent features, enhancing the 

accuracy and efficiency of anomaly and malicious activity 

detection in IoT traffic. Furthermore, the utilization of RFO for 

feature selection aims to reduce data dimensionality and enhance 

the scalability of the intrusion detection system. Moreover, the 

inclusion of blockchain technology enhances security by ensuring 

the integrity and immutability of intrusion detection logs. The 

proposed framework is implemented using Python for machine 

learning tasks and Solidity for blockchain development. 

Experimental findings demonstrate the efficacy of the approach, 

achieving a detection accuracy of approximately 98.9% on real-

world IoT datasets. These results underscore the significance of 

the research in advancing IoT security practices. By 

amalgamating machine learning, optimization techniques, and 

blockchain technology, this framework provides a robust and 

scalable solution for intrusion detection in IoT networks, 

fostering improved efficiency and security in interconnected 

environments. 

Keywords—Intrusion detection; IoT networks; machine 

learning; random forest, red fox optimization; blockchain 

technology 

I. INTRODUCTION 

The Internet of Things (IoT) represents a transformative 
innovation in automation and connectivity, comprising a vast 
network of interconnected devices equipped with actuators, 
sensors, and computational capabilities [1]. These devices 
encompass a diverse range, from everyday items like 
household appliances and wearables to complex industrial 
machinery and infrastructure components. Central to IoT 
networks is their autonomous ability to collect, process, and 
transmit data, eliminating the need for direct human 
intervention. This autonomy empowers organizations and 
individuals to leverage data-driven insights and automation 
across various sectors and industries. For instance, in smart 
homes, IoT devices facilitate energy monitoring, remote 
appliance control, and enhanced security via connected 
surveillance systems [2]. 

Wearable sensors and medical gadgets help with early 
health issue diagnosis, individualized treatment strategies, and 
remote patient monitoring in the healthcare industry. In 
transportation, IoT technologies optimize logistics, improve 
traffic management, and enhance passenger safety through 
intelligent vehicle systems and infrastructure. Moreover, IoT 
networks extend their reach into diverse sectors such as 
agriculture, where precision farming techniques leverage 
sensor data to optimize irrigation, monitor soil conditions, and 
maximize crop yields[3]. In industrial settings, IoT-enabled 
machinery and production systems enable predictive 
maintenance, real-time monitoring of equipment health, and 
automation of manufacturing processes, leading to increased 
efficiency and reduced downtime. The overarching goal of IoT 
networks is to enhance connectivity, efficiency, and 
convenience while enabling new levels of automation and 
control across various domains. By seamlessly integrating 
physical devices with digital technologies, IoT networks pave 
the way for a more interconnected and intelligent world, 
where data-driven insights drive decision-making and 
innovation. However, this proliferation of connected devices 
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also brings about significant challenges, particularly in terms 
of security, privacy, and interoperability, which must be 
addressed to fully realize the potential benefits of the IoT 
revolution [4]. 

IoT networks exhibit a high degree of heterogeneity, 
encompassing a diverse array of devices with varying 
computational capabilities, communication protocols, and 
operating systems. From simple sensors to complex smart 
appliances and industrial machinery, these devices run on 
different platforms, including embedded systems, Linux-based 
platforms, and proprietary firmware[5]. This heterogeneity 
poses challenges for interoperability and standardization. 
Moreover, IoT networks are highly scalable, capable of 
supporting deployments ranging from small-scale 
implementations to massive infrastructures comprising 
millions of interconnected devices. This scalability leads to 
complex network topologies and management challenges. 
Connectivity serves as a cornerstone for IoT networks, with 
devices employing a range of wired and wireless 
communication technologies. The selection of connectivity 
technology is influenced by factors such as range, power 
consumption, and deployment environment. Additionally, IoT 
networks generate a wide array of data types, including sensor 
readings, images, audio, and video streams, presenting 
challenges for data processing and analysis. Effectively 
managing this data diversity is essential for deriving 
meaningful insights while maintaining scalability, efficiency, 
and data privacy [6]. 

IoT networks are susceptible to a myriad of security 
vulnerabilities, posing significant challenges to their integrity 
and reliability. Weak authentication and authorization 
mechanisms represent a prevalent threat, as many IoT devices 
are shipped with default or easily guessable credentials, 
providing malicious actors with unauthorized access and 
control over these devices [7]. Furthermore, insecure 
communication practices exacerbate the risk, as IoT devices 
often transmit data over unencrypted channels or employ weak 
encryption protocols, leaving sensitive information vulnerable 
to eavesdropping and interception by malicious entities. 
Compounding these issues is the lack of timely security 
updates from manufacturers, leaving devices exposed to 
known vulnerabilities and exploits. Physical vulnerabilities 
also pose a substantial risk to IoT networks, as attackers can 
exploit physical access to tamper with hardware components, 
extract sensitive data, or implant malicious firmware, 
compromising the integrity and functionality of these devices 
[8]. 

Additionally, IoT devices are susceptible to being co-opted 
into botnets and used to launch distributed denial-of-service 
(DoS) attacks against targeted services or networks, leading to 
disruptions and downtime.  Moreover, the vast amounts of 
personal and sensitive data collected and transmitted by IoT 
devices raise significant privacy concerns, including 
unauthorized access, data breaches, and misuse of 
information. Supply chain risks further exacerbate the security 
landscape, as the global supply chain for IoT devices is often 
complex and opaque, making it challenging to verify the 
integrity and authenticity of hardware components and 
software firmware [9]. Lastly, interoperability issues between 

IoT devices and protocols introduce additional vulnerabilities, 
enabling attackers to exploit weaknesses in communication 
interfaces and protocols, potentially compromising the entire 
network. A comprehensive strategy that includes strong 
authentication procedures, encryption methods, regular 
security upgrades, physical security measures, and privacy-
enhancing technology is needed to address these issues. In 
addition, stakeholders need to work together to create 
industry-wide guidelines and recommendations for protecting 
IoT networks and devices, minimizing risks, and guaranteeing 
the dependability and trustworthiness of the IoT ecosystems 
[10]. 

Intrusion detection in IoT networks is hindered by the 
dynamic and heterogeneous nature of these environments, 
along with the continuously evolving threat landscape. 
Traditional methods struggle to adapt to the diverse array of 
devices, communication protocols, and data formats present in 
IoT networks, leading to limited coverage and effectiveness. 
Scalability poses another challenge, as the sheer volume of 
interconnected devices generates large amounts of data that 
traditional systems may struggle to process in real-time. 
Resource constraints on IoT devices further complicate 
matters, making it difficult to deploy traditional intrusion 
detection solutions. Furthermore, newer or undiscovered 
threats could not be detected by conventional techniques, 
calling for more sophisticated detection capabilities. 
Moreover, worries about data privacy and integrity continue 
since centralized systems have the potential to expose 
vulnerabilities or corrupt critical data. Innovative solutions 
that are suited to the special features of internet of things 
networks are needed to tackle these issues. These solutions 
must be scalable, resource-efficient, capable of robust 
detection, and equipped with improved security mechanisms 
to efficiently reduce hazards [11]. 

The rapid expansion of Internet of Things (IoT) networks 
has underscored the critical need for a robust and scalable 
intrusion detection framework capable of effectively 
mitigating security threats. Traditional intrusion detection 
systems (IDS) often struggle to adapt to the dynamic and 
heterogeneous nature of IoT environments, necessitating 
innovative solutions. Our research is motivated by the 
imperative to develop such a framework, leveraging advanced 
machine learning techniques like Attention-based 
Bidirectional Long Short-Term Memory (BiLSTM) networks 
for real-time threat detection. Additionally, the integration of 
Red Fox Optimization (RFO) enhances the efficiency of 
feature selection, enabling more accurate identification of 
relevant data amidst the complexities of IoT networks. 
Furthermore, the incorporation of blockchain technology 
ensures the integrity and trustworthiness of intrusion detection 
data, facilitating transparent incident response and forensic 
analysis. By synergizing these technologies, our framework 
offers a comprehensive defense mechanism against evolving 
threats, safeguarding critical assets and bolstering the security 
posture of IoT ecosystems. The key contribution of the 
research is stated as follows: 

 The research presents a pioneering framework that 
combines machine learning techniques, such as 
Attention-based BiLSTM networks, with Red Fox 
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Optimization for feature selection, providing a novel 
approach to intrusion detection in IoT networks. 

 By leveraging advanced machine learning algorithms, 
our framework achieves a significantly higher 
detection accuracy of approximately 98%, surpassing 
traditional intrusion detection systems and effectively 
mitigating security threats in IoT environments. 

 The integration of Red Fox Optimization streamlines 
feature selection, enhancing the scalability and 
efficiency of our framework in handling the dynamic 
and heterogeneous nature of IoT data streams, thus 
ensuring robust performance even in large-scale IoT 
deployments. 

 Incorporating blockchain technology ensures the 
integrity and tamper-resistance of intrusion detection 
data, providing transparent incident response and 
forensic analysis capabilities, thereby enhancing the 
overall security and trustworthiness of IoT networks. 

The paper begins with an introduction to the research topic 
in Section I, followed by a comprehensive review of related 
literature in Section II. The methodology in Section IV 
outlines the proposed framework's design and implementation, 
with Section V covering experimental evaluation, results 
analysis, and discussion on the framework's effectiveness. 
Finally, Section VI concludes the paper. 

II. RELATED WORKS 

Strong security mechanisms inside IoT networks are vital, 
as evidenced by the increasing ubiquity of Internet of Things 
(IoT) technologies. But in Internet of Things contexts, 
conventional intrusion detection systems face severe 
restrictions because of limited resources and the intrinsic 
complexity of the network. Liang et al. [12] research aims to 
tackle these issues by developing, putting into practice, and 
assessing a novel intrusion detection system. This system 
makes use of deep learning algorithms, blockchain 
technology, and multi-agent systems as part of a hybrid 
placement strategy. The data collecting, management, 
analysis, and reaction components of the system are organised 
into separate modules. The National Security Lab's NSL-KDD 
dataset was used for experimental verification, which 
demonstrates how well deep learning algorithms detect 
assaults, especially at the IoT network's transport layer. 
Notwithstanding the encouraging outcomes, the study admits 
significant limitations, such as the requirement for additional 
improvement and optimisation of the suggested system in 
order to guarantee its scalability and suitability for use in a 
variety of IoT scenarios. 

Alkadi et al. [13] paper presents a novel approach to 
collaborative intrusion detection for safeguarding IoT and 
cloud networks, leveraging the capabilities of deep blockchain 
technology. By integrating blockchain into intrusion detection 
systems, the proposed framework aims to enhance the security 
posture of interconnected environments through collaborative 
threat intelligence sharing and consensus-driven decision-
making processes. Through the utilization of machine learning 
algorithms and distributed ledger technology, the framework 

enables real-time detection and response to emerging threats 
across diverse network landscapes. Experimental results 
demonstrate the efficacy of the framework in detecting 
intrusions and mitigating security risks in various network 
scenarios. However, the adoption of deep blockchain 
technology introduces challenges related to scalability, 
latency, and resource consumption. The computational 
overhead associated with maintaining a distributed ledger 
across multiple nodes may impact the real-time 
responsiveness of the intrusion detection system. Furthermore, 
ensuring consensus among distributed nodes in a timely 
manner can pose synchronization and coordination challenges, 
potentially affecting the system's overall efficiency and 
effectiveness in rapidly evolving threat landscapes. Addressing 
these scalability and performance limitations is essential to 
realize the full potential of the proposed framework in large-
scale IoT and cloud networks. 

The necessity for strong security measures to protect 
Internet-of-things (IoT) environments from potential threats 
has been highlighted by the growth of IoT devices. In order to 
protect computer networks, including the Internet of Things, 
from many types of security breaches, intrusion detection 
systems, or IDSs, are essential. The utilisation of collaborative 
intrusion detection systems or networks, also known as CIDSs 
or CIDNs, has shown promise in improving detection 
performance through the sharing of vital information across 
IDS nodes, including signatures and alarms. Nevertheless, 
because collaborative networks are distributed, they are 
vulnerable to insider assaults, in which rogue nodes spread 
fake signatures, jeopardising the accuracy and effectiveness of 
intrusion detection systems. Using blockchain technology 
presents a viable way to safely validate shared signatures. In 
this regard, the research of Li et al. (Li et al. 2019) presents 
CBSigIDS, an innovative framework for blockchain-based 
collaborative signature-based IDSs intended to create and 
gradually update a trusted signature database in collaborative 
IoT contexts. With no need for a reliable middleman, 
CBSigIDS provides a verified method in distributed 
architectures. Although CBSigIDS shows promise in 
strengthening the efficiency and robustness of signature-based 
IDSs, a significant disadvantage is the possible overhead 
related to blockchain activities, which calls for additional 
optimisation to guarantee scalability and efficacy in practical 
deployments. 

Issues with privacy, security, and single points of failure in 
centralised storage structures still exist as the Internet of 
Things (IoT) gains pace, especially in crucial applications. By 
providing decentralised and secure data management, 
blockchain technology has emerged as a viable answer to 
these problems. There is a lot of potential for improving social 
and economic advantages when blockchain is integrated with 
IoT. But as the 2017 attack on a pool of miners has shown, 
blockchain-enabled Internet of Things (IoT) networks are 
vulnerable to Distributed Denial of Service (DDoS) attacks, 
underscoring the necessity of strong security protocols. 
Furthermore, for efficient analysis and decision-making, these 
applications' enormous data generation demands the use of 
sophisticated analytical tools like machine learning (ML). In 
order to address these issues, a unique solution is presented in 
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the paper by Kumar et al. [14]. This paper presents a 
distributed Intrusion Detection System (IDS) intended to 
detect distributed denial of service (DDoS) assaults targeting 
mining pools within Internet of Things networks, using fog 
computing and blockchain technology. Using Random Forest 
(RF) and an optimised gradient tree boosting system 
(XGBoost), both trained on dispersed fog nodes, the efficacy 
of the suggested IDS is evaluated. The BoT-IoT dataset, which 
covers recent assaults seen in IoT networks with blockchain 
support, is used in the evaluation. The possible costs and 
difficulties of implementing a distributed IDS employing fog 
computing in practical settings might be a drawback of the 
recommended strategy, necessitating more study and 
optimisation for efficiency and scalability. However, the 
outcomes demonstrate that Random Forest outperforms 
XGBoost in multi-attack recognition and binary attack 
detection. 

Protecting industrial IoT (IIoT) networks from security 
threats is crucial as these networks grow to be essential parts 
of vital infrastructure. Numerous strategies utilizing 
Blockchain algorithms and machine learning techniques have 
been investigated separately to overcome this problem. 
However, Vargas et al. [15] offer an integrated strategy in this 
research that integrates these approaches to produce a 
thorough defense mechanism for networks of Internet of 
Things devices. The objectives of this mechanism are to 
identify potential dangers, initiate safe channels for 
information exchange, and adjust to the processing power of 
industrial Internet of things settings.  The suggested method 
offers a workable way to identify and stop intrusions in 
Internet of Things networks and shows effectiveness in 
accomplishing its goals. Despite its achievements, it's crucial 
to remember that the suggested integrated strategy can present 
challenges for management and implementation, necessitating 
the need for extra funding and knowledge for deployment in 
actual IIoT scenarios. More investigation is required to ensure 
scalability and efficiency while minimizing overhead by 
streamlining and optimizing the integration process. 

III. PROBLEM STATEMENT 

Despite the notable advancements in intrusion detection 
systems (IDS) and the integration of blockchain technology 
and machine learning techniques in securing Internet of 
Things (IoT) networks, several research gaps persist. Existing 
studies focus predominantly on individual aspects such as 
deep learning algorithms, blockchain-based intrusion 
detection, or collaborative signature-based IDSs. However, 
there is a scarcity of research that comprehensively addresses 
the complex security challenges of IoT environments by 
integrating multiple technologies and methodologies. 
Furthermore, scalability, efficiency, and practical feasibility 
remain critical concerns across these studies, indicating the 
need for further exploration and refinement. Thus, our 
research aims to bridge this gap by proposing a holistic 
framework that combines deep learning algorithms, 
blockchain technology, and collaborative intrusion detection 

mechanisms to provide robust security solutions for IoT 
networks. By addressing these multifaceted challenges and 
evaluating the proposed framework's scalability and 
effectiveness across diverse IoT scenarios, our research 
endeavors to contribute towards the development of 
comprehensive and practical security solutions tailored for IoT 
environments. 

IV. METHODOLOGICAL INTEGRATION OF ML AND 

BLOCKCHAIN FOR IOT INTRUSION DETECTION 

The suggested method builds a strong intrusion detection 
system (IDS) that is suited for the complex architecture of 
Internet of Things networks by fusing blockchain technology 
with machine learning. Network traffic, sensor readings, 
device logs, and other data from IoT devices are first gathered 
and preprocessed to extract pertinent attributes that are 
essential for intrusion detection. The framework optimizes 
feature subsets to increase intrusion detection efficacy and 
efficiency using the Red Fox Optimization (RFO) approach. 
Then, real-time anomaly detection is achieved by using 
Attention (BiLSTM) networks, which take advantage of their 
capacity to process sequential data streams present in Internet 
of Things settings. Blockchain technology is easily 
incorporated to guarantee the immutability and integrity of 
intrusion detection data. Smart contracts are utilized to 
provide safe communication and consensus building across 
dispersed Internet of Things devices, guaranteeing the 
accuracy and consistency of the data. Benchmark datasets 
such as the NSL-KDD dataset are used to evaluate the 
framework's performance in detail across a range of intrusion 
situations. By employing this technique, researchers want to 
enhance the efficacy and security of intrusion detection in 
internet of things networks, as well as tackle the constantly 
evolving problems associated with IoT setups [16].The 
suggested technique's architecture is depicted in Fig. 1. 

A. Data Collection  

The data collection process involves gathering information 
from IoT devices, drawing upon a diverse array of network 
traffic, sensor readings, and device logs. In this research, we 
utilize the NSL-KDD dataset, an open-source resource 
available on Kaggle [17], to facilitate the collection of 
comprehensive data for intrusion detection system 
development. The NSL-KDD dataset offers a rich repository 
of labeled network traffic data, encompassing various types of 
attacks and normal behaviors, thereby enabling thorough 
analysis and evaluation of intrusion detection algorithms. 
Leveraging this openly accessible dataset ensures transparency 
and reproducibility in our research methodology, allowing for 
robust validation and benchmarking of the proposed intrusion 
detection framework against a standardized dataset. Through 
meticulous data collection from the NSL-KDD dataset, we 
aim to capture the diverse range of potential threats and 
normal activities prevalent in IoT networks, laying the 
foundation for effective intrusion detection system design and 
evaluation. 
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Fig. 1. Proposed integration of ML and blockchain for IoT intrusion detection. 

B. Data Preprocessing 

Following data collection, the input data undergoes 
preprocessing to eliminate unwanted noise and address 
missing data. This involves four key preprocessing 
approaches: 

 Data Cleaning 

 Normalization 

 Data Transformation 

 Data Integration 

C. Data Cleaning 

In order to improve the quality and dependability of 
datasets, data cleaning is an essential step in the data 
preparation pipeline. It involves locating and correcting 
different kinds of data abnormalities. These anomalies may 
include corrupted, incorrect, duplicate, or improperly 
formatted data entries. The primary goal of data cleaning is to 
ensure that datasets are standardized, accurate, and easily 
accessible for analysis and query purposes. During the data 
cleaning process, several tasks are performed to address 
different types of data issues. Firstly, corrupted or incorrect 
data entries are identified and either removed or corrected to 
restore data integrity. Duplicate entries, if present, are 
identified and eliminated to prevent redundancy and ensure 
that each observation is unique[18].  Additionally, managing 
missing values—which can occur for a number of reasons, 
including incomplete records or mistakes in data collection—
is another aspect of data cleansing. When there are missing 
values in an observation, they can be imputed using statistical 

techniques or data from other observations can be dropped. 
Additionally, data cleaning ensures that the dataset complies 
with the required format and schema by addressing structural 
flaws that could arise throughout the data transfer process. 
Thorough data cleaning improves the dataset's dependability 
and suitability for analysis, allowing analysts and researchers 
to derive precise conclusions and make defensible choices 
[19]. 

D. Normalization  

Normalization is a preprocessing step aimed at 
transforming data from its existing range to a new range. 
Given the presence of uncertain and incomplete data in the 
dataset, it becomes essential to address missing or irrelevant 
data to enhance data quality. The dataset can be integrated and 
normalized with success using the Min Max normalization 
approach. By making sure the dataset is scaled correctly, this 
method makes it possible to anticipate outcomes within the 
new range and allow for a greater difference in forecasting. 
Normalization reduces the influence of differences in dataset 
scales by scaling the dataset so that normalized values lie 
between 0 and 1. This allows for easier comparison of results 
from various datasets. This technique involves deducting the 
minimum value from the variable requiring normalization, 
resulting in a standardized dataset suitable for analysis and 
comparison. Min-max scaling, frequently referred to as feature 
scaling, converts the values of each feature to a range of 0 to 1 
[20]. To compute the min-max scaling, use Eq. (1). 

𝐴𝑠𝑐𝑎𝑙𝑒𝑑 =  
𝐴−𝐴𝑚𝑖𝑛

𝐴𝑚𝑎𝑥−𝐴𝑚𝑖𝑛
      (1) 
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A is the starting value, 𝐴𝑚𝑖𝑛is the smallest value, 
and 𝐴𝑚𝑎𝑥is the largest value in the dataset. This method is 
helpful when the features are not evenly distributed and have a 
small range. 

E. Data Transformation 

Data transformation involves converting the original 
dataset into a specific format that facilitates faster and more 
efficient retrieval of strategic insights. Raw datasets can be 
challenging to comprehend and track, necessitating 
transformation into a more suitable form before extracting 
information. This transformation process is crucial for 
providing easily interpretable patterns, aligning with the 
strategic objectives of data conversion. Various techniques, 
such as smoothing, aggregation, and generalization, are 
employed in data transformation to streamline the dataset. 
Smoothing techniques are utilized to eliminate noise from the 
dataset, enhancing data clarity. Data aggregation gathers and 
presents data in a summarized format, aiding in easier analysis 
and interpretation. Additionally, data generalization involves 
converting lower-level or raw data into higher-level data 
through hierarchical concepts, further enhancing the dataset's 
organizational structure and usability [21]. 

F. Data Integration 

Data integration is a preprocessing strategy that combines 
data from several sources into a single data repository to give 
rich views of the data. These sources could be flat files, 
databases, or several data cubes. Collaboration between users 
at all levels is facilitated by data integration, which combines 
received data with heterogeneous datasets to store consistent 
data that is client-accessible. A triplet defines the data 
integration mechanism, which is further explained in Eq. (2). 

𝐷1 =< 𝑈, 𝑉, 𝑊 >    (2) 

In this context, 𝐷1represents the process of data 
integration, where U stands for the global schema, V denotes 
the schema of heterogeneous sources, and W refers to the 
mappings between queries of the source and global schema 
[22]. 

G. Feature Selection 

In order to improve the effectiveness and productivity of 
the intrusion detection process, feature selection is an essential 
step in the preliminary processing phase of systems for 
detection. Its goal is to pick the most pertinent characteristics 
from the pre-processed data. Red Fox Optimisation (RFO) 
becomes apparent as a potent feature selection method in this 
scenario. To increase the intrusion detection system's overall 
performance, RFO works by optimising feature subsets. 
Finding a subset of characteristics that maximises the 
discrimination between normal and aberrant network 
behaviour is the main goal of feature selection using RFO. 
This will improve the system's capacity to detect intrusions 
effectively while reducing computing overhead. RFO does this 
by iteratively assessing and honing potential feature subsets 
according to pre-established optimisation standards, including 
performance metrics or classification accuracy. The intrusion 
detection system may efficiently prioritise and concentrate on 
the most useful aspects by using RFO for feature selection. 
This lowers the dimensionality of the data and boosts the 

overall effectiveness of the detection process. Additionally, 
RFO has the flexibility and scalability to manage high-
dimensional information that are frequently seen in Internet of 
Things networks [23]. 

After obtaining the balanced dataset from the previous 
stage, the optimal features for improving intrusion detection 
training speed and accuracy are selected using the DRF 
optimisation technique. Numerous meta-heuristic optimisation 
strategies are developed to improve network security in 
standard systems for detection of intrusions. Three newly 
created models used for network security are Spider Monkey 
Optimisation, Fruity Optimisation, and Greedy Swarm 
Optimisation. However, overfitting, which delayed processing, 
a slower rate of convergence, and complex computational 
procedures are the main causes of its issues. Generally 
speaking, some of the most current nature-inspired/bio-
inspired optimisation approaches produced is the Dragon Fly 
Algorithm, Moth Flame Optimisation, and Ant Lion 
Optimisation, Harris Hawk optimisation (HHO), Flower 
Pollination Algorithm. These algorithms are commonly used 
to solve complex optimisation problems in a variety of 
security applications. The DRF is one of the newest 
optimisation algorithms and has several advantages over 
previous techniques. It has a low processing cost, less local 
optimum, rapid convergence, and guards against algorithm 
stacking during optimisation. Furthermore, the DRF35 is not 
specifically utilised in applications for IoT-IDS security.  
Therefore, the goal of the proposed study is to use this method 
to dataset feature optimisation based on the best optimum 
solution. Additionally, this optimisation procedure facilitates a 
simpler classification method with a higher assault detection 
rate [23]. 

The balanced IoT dataset's characteristics may be 
optimally tuned using this optimization approach. Foxes 
belong to many Canidae families and are tiny to medium-sized 
omnivore animals with pointed noses, long, thin legs, 
thicktails, and slender limbs. The foxes may also be 
distinguished from each other of their family and from large 
dogs. A novel meta-heuristic optimization system called the 
DRF takes its cues from the hunting habits of red foxes. When 
hunting, the red fox moves slowly towards its prey as it hides 
in the underbrush, and then it attacks the animal out of the 
blue. Like previous meta-heuristic models, this approach takes 
into account both the utilization and investigation of 
capabilities. This method creates random people for 
initializing parameters, as seen by the subsequent Eq. (3) and 
Eq. (4). 

𝑅 = [𝑟0, 𝑟1, … . 𝑟𝑛−1]  (3) 

(𝑅)𝑖 = [(𝑟0)𝑖 , (𝑟1)𝑖 … . (𝑟𝑛−1)𝑖]  (4) 

where, “I” denotes how many populations are present in 
the search area. Ten, the global optimal function is used to find 
the best solution in the search space. Here, the structure that 
follows is used in conjunction with the Euclidean distance to 
get the best solution as presented in Eq. (5). 

𝐸(((𝑅)𝑖)𝑘, (𝑅𝑏𝑒𝑠𝑡)𝑘) = √(𝑅𝑖)𝑘 − (𝑅𝑏𝑒𝑠𝑡)𝑘  (5) 
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In Eq. (5) k denotes the number of iterations. The term 
"𝑅𝑏𝑒𝑠𝑡t" represents the best optimum, while "E(.)" denotes the 
Euclidean distance. Accordingly, the optimal solution is 
employed to migrate all candidates, as illustrated in Eq. (6): 

((𝑅)𝑖)𝑘 = ((𝑅)𝑖)𝑘 + 𝑔𝑠𝑖𝑔𝑛((𝑅𝑏𝑒𝑠𝑡)𝑘 − (𝑅𝑖)𝑘)) (6) 

As a scaling hyperparameter, "g" denotes a random value 
selected at random from 0 to 1 for each iteration. For the 
whole population, this value is set just once every iteration. 
People evaluate the fitness values at their new places after 
moving to the optimal posture. People stay in their new roles 
if the fitness values are greater; if not, they return to their 
previous ones. This procedure is similar to how close relatives 
tell others where to hunt after an adventure and return home. 
They do what the explorers have instructed, going home 
"empty-handed" if they don't locate food, or continuing to 
search if there is a possibility. These processes, which take 
place during every DRF cycle, resemble suggested global 
inquiries. In addition, the applicants' move to new roles must 
present a feasible alternative; if not, their previous jobs will 
remain. The comparison of the red fox, advancing towards its 
prey and watches it, is appropriate here since it is similar to 
the DRF model in which a random number ω between 0 and 1 
is assumed explained in Eq. (7) and Eq. (8) [24]. 

{
𝑀𝑜𝑣𝑒 𝐹𝑜𝑟𝑤𝑎𝑟𝑑 𝑖𝑓, 𝜔 >

3

4

𝑆𝑡𝑎𝑦 𝐻𝑖𝑑𝑑𝑒𝑚 𝑖𝑓, 𝜔 > 3/4
  (7) 

𝜔 = {
{ℎ ×

sin(𝛿0)

𝛿0
 𝑖𝑓 𝛿0  ≠ 0

𝜏                    𝑖𝑓 𝛿0  ≠ 0
  (8) 

Here, "h" is a random number in the interval [0, 0.2], and 
"δ0" is another random number in the interval [0, 2π], which 
indicates the fox viewing angle. Furthermore, "τ" represents a 
random number between 0 and 1. To model motions for the 
population of persons, the set of solutions for geographic 
coordinates is as follows. All things considered, the 
incorporation of RFO for picking features in intrusion 
detection systems improves computing efficiency and 
scalability while also strengthening the system's capacity to 
precisely detect and address security threats in Internet of 
Things networks. This method emphasises how crucial it is to 
use cutting-edge optimisation strategies in order to optimise 
feature subsets and improve intrusion detection technologies' 
overall effectiveness. 

H. Intrusion Detection using Attention Bi-LSTM 

The Attention-based BiLSTM model is used to identify 
intrusions in the NSL-KDD dataset. Using specialised 
memory units, LSTM—an improved version of the classic 
Recurrent Neural Networks (RNN)—captures long-term 
relationships in the MTS dataset efficiently [20]. The gradient 
vanishing problem is addressed by LSTM models, in contrast 
to conventional RNN techniques. Rather than depending just 
on the architecture of hidden units, they also incorporate 
memory cells that capture the long-term dependence of 
the signal. Four regulated gates make up the LSTM model:  an 
output gate, a forget gate, input gate, in addition to a self-loop 
memory cell. These gates control how several memory 
neurons' data streams communicate with one another. The 

forget gate in the LSTM model's hidden layer decides which 
data from the previous time frame to keep and which to 
discard. The input gate makes the decision to simultaneously 
inject data from the memory unit into the input signal or not. 
The output gate decides whether to change the state of the 
memory unit [24]. The following Eq. (9) through Eq. (14) are 
used to determine the neuron state, hidden layer results, and 
gate states, taking into account the input xt from the NSL-
KDD dataset and the dynamic output state ℎ𝑡: 

𝑖𝑝𝑡 = 𝜎(𝑋𝑖𝑢𝑡 + 𝑌𝑖ℎ𝑡−1 + 𝑎𝑖)  (9) 

𝑓𝑔𝑡 = 𝜎(𝑋𝑓𝑢𝑡 + 𝑌𝑓ℎ𝑡−1 + 𝑎𝑓)  (10) 

𝑜𝑝𝑡 = 𝜎(𝑋𝑜𝑢𝑡 + 𝑌𝑜ℎ𝑡−1 + 𝑎𝑜)  (11) 

𝑐𝑡 = 𝑓𝑔𝑡⨀𝑐𝑡−1 + 𝑖𝑝𝑡⨀�̃�𝑡   (12) 

The weight matrices that recur are indicated by as 𝑌𝑖, 𝑌𝑓, 

𝑌𝑜, while the representation of the weighted matrix for the 
forget, output, input, and memory cell gating by 𝑋𝑖, 𝑋𝑓, 𝑋𝑜, 

respectively. The biases for the gates are formulated as 𝑎𝑖, 𝑎𝑓, 

𝑎𝑜. The candidate's cell state �̃�𝑡, is utilized to update the 
original memory cell state, 𝑐𝑡. Step indicates the hidden layer's 
state ℎ𝑡−1at any given moment, while ot indicates the 
output𝑜𝑝𝑡 . The symbol ⊙ denotes the element-wise 
multiplication operation. The hyperbolic tangent function is 
denoted as tanh, and the logistic sigmoid activation function is 
represented by σ. 

The standard LSTM model's limitation lies in its one-
directional analysis of input signals during training, potentially 
leading to the inadvertent oversight of sequential information. 
In contrast, the BiLSTM was designed with a bidirectional 
structure, leveraging two LSTM layers operating in opposing 
directions to capture representation information both forwards 
and backwards. This bidirectional setup includes a hidden 
layer for reverse transmission (denoted as hb(t)), incorporating 
future values, alongside a forward propagation hidden layer 
(hf(t)) that retains data from previous sequence values. 
Ultimately, the BiLSTM model's final output is a fusion of 
both hf(t) and hb(t), facilitating a more comprehensive 
understanding of time series data. 

𝑀𝑓𝑔(𝑡) = 𝜑(𝑌𝑓𝑚𝑢𝑡 + 𝑌𝑓𝑚𝑚𝑢𝑓(𝑡−1) + 𝑎𝑓𝑎) (13) 

𝑀𝑎(𝑡) = 𝜑(𝑌𝑎𝑚𝑢𝑡 + 𝑌𝑎𝑚𝑚𝑢𝑎(𝑡−1) + 𝑎𝑎) (14) 

Besides these, 𝑎𝑓𝑎and 𝑎𝑎also relate to two-way biassed 

data. The weight matrix “𝑌𝑓𝑚 and 𝑌𝑎𝑚”represents the synaptic 

weights from the input value to the internal unit for both 
forward and backward directions. Similarly, the forward and 
backward feedback recurrent weights are denoted by 𝑌𝑓𝑚𝑚and 

𝑌𝑎𝑚𝑚. 

The tanh function serves as the activation function ψ for 
the hidden layers (HLs). It determines the output of the 
BiLSTM as 𝑏𝑡. 

𝑏𝑡 = 𝜎(𝑊𝑓𝑚𝑏𝑚𝑓(𝑡) + 𝑊𝑎𝑚𝑏𝑚𝑎(𝑡) + 𝑎𝑏) (15) 

The forward and backward weights of the resulting layers 
are represented by 𝑊𝑓𝑚𝑏  and 𝑊𝑎𝑚𝑏 , respectively, in Eq. (15). 

Both a linear or sigmoidal function is provided as the 
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activation function of the resulting layer σ. Moreover, by 
denotes the bias in the output.The attention mechanism 
contributes to the learning process of the Attention BiLSTM 
model by assigning varying weights. The attention ai for a 
hidden layer hi is calculated using Eq. (16): 

𝑥𝑖 = tanh (𝑊ℎ𝑖 + 𝑎)  (16) 

BiLSTM networks provide a powerful means to examine 
sequential data streams, enabling real-time detection of 
anomalous behavior and security threats in IoT networks. 
Leveraging BiLSTM architectures, these networks excel in 
capturing temporal dependencies and patterns present in IoT 
data, which are often characterized by their dynamic and time-
varying nature. By effectively modelling the sequential nature 
of IoT data, BiLSTM networks can accurately identify 
deviations from normal behavior, facilitating prompt detection 
of intrusions and security breaches. To protect the integrity 
and confidentiality of IoT systems and devices, respond 
proactively to new threats, and strengthen the security posture 
of IoT networks, this capability is essential. 

I. Blockchain Integration 

The integration of blockchain technology into intrusion 
detection systems involves several key steps to ensure the 
integrity and immutability of the data while facilitating secure 
communication among distributed IoT devices through smart 
contracts. 

1) Data logging: In the process of data logging, intrusion 

detection data generated by IoT devices is systematically 

recorded onto the blockchain network. Each piece of data is 

meticulously timestamped and cryptographically secured, 

ensuring its integrity and safeguarding against any potential 

tampering attempts. By timestamping each entry, the 

blockchain network establishes a chronological order of 

events, enabling a comprehensive audit trail of intrusion 

activities. Additionally, the cryptographic security measures 

implemented within the blockchain network guarantee the 

immutability of the logged data, thereby providing a reliable 

and tamper-proof record of security events. This meticulous 

logging process enhances the trustworthiness and reliability of 

the intrusion detection system, enabling robust security 

monitoring in IoT networks [25]. 

2) Blockchain node: In the context of blockchain 

technology, blockchain nodes serve as essential components 

responsible for validating and recording logged intrusion 

detection data. These nodes are distributed across the 

blockchain network, ensuring decentralization and resilience 

against single points of failure. Each node maintains a copy of 

the decentralized ledger, which contains a complete record of 

all transactions, including the logged intrusion detection data. 

When new data is logged onto the blockchain, it undergoes 

validation by multiple nodes within the network to ensure its 

authenticity and integrity. This validation process involves 

verifying the cryptographic signatures associated with the data 

and confirming its adherence to the consensus rules 

established by the network protocol. Once validated, the 

intrusion detection data is appended to the blockchain ledger, 

becoming a permanent and immutable part of the distributed 

database. By distributing the responsibility for data validation 

and storage among multiple nodes, blockchain networks 

achieve redundancy and fault tolerance, enhancing the 

reliability and resilience of the overall system. Furthermore, as 

blockchain nodes are decentralised, no one organisation can 

exert control over the system as a whole, fostering openness, 

confidence, and security in the logging and archiving of 

intrusion detection data. 

3) Proof of work: The consensus mechanism of the 

blockchain is essential to guaranteeing that all dispersed nodes 

agree on the veracity of logged data. To reach this consensus 

among network users, consensus techniques like Proof of 

Work (PoW) are used. Proof-of-work (PoW) consensus is a 

competitive mechanism in which nodes solve challenging 

mathematical problems to validate transactions and append 

new blocks to the blockchain. This is a resource-intensive 

procedure that uses a lot of energy and processing power. 

Nonetheless, other nodes in the network confirm the answer 

after a node completes the puzzle and suggests a new block. 

The block is appended to the blockchain if the answer satisfies 

the consensus requirements. By using this decentralised 

method, blockchain networks maintain the integrity and 

durability of the blockchain ledger by facilitating consensus 

across dispersed nodes about the veracity of recorded data. 

Additionally, consensus mechanisms like PoW contribute to 

the security of the blockchain network by mitigating the risk 

of malicious actors attempting to manipulate or alter the 

logged data. Overall, the consensus mechanism serves as a 

fundamental building block of blockchain technology, 

enabling decentralized trust and coordination among network 

participants [26]. 

A key element of blockchain networks is the proof-of-
work (PoW) consensus mechanism, which guarantees 
dispersed nodes' agreement on the legitimacy of transactions 
and the appending of new blocks to the blockchain. PoW 
comprises the following crucial steps: 

 Transaction Propagation: Transactions are broadcasted 
to all nodes in the blockchain network. Each 
transaction contains details such as sender, recipient, 
amount, and cryptographic signatures. 

 Block Creation: Transactions are grouped together into 
blocks, forming a candidate block for addition to the 
blockchain. Miners, who are nodes responsible for 
creating new blocks, select transactions and assemble 
them into a block structure. 

 Mining Competition: Miners compete with each other 
to solve the Proof of Work puzzle. They utilize 
computational power to generate hash values by 
iteratively modifying a nonce (a random number) in the 
block header until the desired hash value is found. This 
process is computationally intensive and requires 
significant computational resources. 
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 Verification: A miner broadcasts the candidate block 
and the solution to the network as soon as they 
discover a workable solution to the problem. The 
legitimacy of the answer and the transactions included 
in the block are then confirmed by further nodes inside 
the network. 

 Consensus: If the majority of nodes in the network 
agree that the proposed solution is sound and the block 
conforms to the consensus requirements, the block is 
accepted and posted to the blockchain. It is ensured 
that all distributed nodes concur on the validity of the 
transactions and the addition of new blocks to the 
blockchain by going through this process. 

 Reward: A fixed quantity of bitcoin plus any 
transaction fees included in the block are awarded to 
the miner who effectively mines a new block. This 
encourages miners to use up processing power and take 
part in the consensus-building process on the network. 

In general, the Proof of Work technique reduces the 
possibility of malevolent actors attempting to influence the 
blockchain by demanding computational resources to verify 
transactions and generate new blocks, hence ensuring the 
security and integrity of blockchain networks. 

1) Smart contract: Smart contracts serve as the backbone 

of automation and governance within IoT networks by 

providing a decentralized, programmable framework for 

enforcing rules and conditions. These contracts, encoded with 

predefined logic, are deployed on the blockchain, ensuring 

immutability and tamper-proof execution. Within the context 

of IoT, smart contracts automate interactions between devices, 

enabling seamless communication and coordination without 

the need for intermediaries. By executing automatically when 

specific conditions are met, such as sensor readings or trigger 

events, smart contracts streamline processes and mitigate the 

risk of human error. Moreover, the decentralised structure of 

these systems gets rid of single points of failure and minimises 

dependence on centralised authority, hence improving security 

and resilience. Additionally, conditional execution of 

operations is made possible by smart contracts, which let 

gadgets react quickly to shifting conditions. This feature 

improves IoT network responsiveness and operational 

efficiency. Furthermore, network participants' confidence and 

responsibility are bolstered by the openness and auditability 

provided by smart contracts. Overall, smart contracts play a 

critical role in driving efficiency, security, and transparency in 

IoT ecosystems, laying the foundation for scalable and 

resilient decentralized applications [27]. 

2) Secure communication: In the ecosystem of IoT 

networks, secure communication is facilitated through the 

interaction between IoT devices and the blockchain network 

via smart contracts. These contracts act as intermediaries, 

enforcing cryptographic protocols and access controls to 

ensure that communication remains secure. By leveraging 

cryptographic techniques such as encryption and digital 

signatures, smart contracts authenticate and authorize devices, 

mitigating the risk of unauthorized access or tampering. 

Through predefined rules and conditions encoded within the 

smart contracts, only authorized devices are granted 

permission to access and modify data stored on the 

blockchain. This robust enforcement of security measures 

enhances the integrity and confidentiality of communication 

within IoT networks, safeguarding sensitive information and 

preventing unauthorized manipulation of data. Overall, the 

utilization of smart contracts enables secure and trustworthy 

communication channels, fostering confidence in the 

exchange of data and transactions within IoT ecosystems. 

V. RESULT AND DISCUSSION 

The proposed framework undergoes rigorous evaluation 
using benchmark datasets, including NSL-KDD and BoT-IoT, 
to comprehensively assess its performance in detecting 
various types of intrusions within IoT networks. By leveraging 
these datasets, which contain diverse and realistic intrusion 
scenarios, the framework's efficacy in identifying and 
mitigating security threats is thoroughly scrutinized. 
Performance metrics are used to assess how well the 
framework differentiates between malicious activity and 
typical network behavior. These measures include detection 
accuracy, false positive rate, and computing efficiency. 
Furthermore, the assessment procedure entails contrasting the 
outcomes of the framework with those of current intrusion 
detection systems in order to measure its effectiveness in 
relation to predetermined benchmarks. The suggested 
framework's potential to strengthen the security posture of IoT 
networks is carefully investigated through this methodical 
study utilizing typical datasets, offering insights into its 
advantages and shortcomings. 

A. Performance Metrics 

Performance metrics refer to the numerical values that are 
utilized to assess how well an intrusion detection system 
detects and neutralizes security threats on a network. 
Commonly used metrics include the following ones: 

1) Accuracy: The percentage of accurately identified 

occurrences—both true positives and true negatives—out of 

all the instances that were examined is known as accuracy. It 

offers a general indicator of how effectively the intrusion 

detection system classifies events as either intrusions or 

routine activity. 

2) Precision: Positive predictive value, or precision, is a 

metric that expresses the percentage of accurately detected 

positive cases (true positives) across every case categorized as 

positive (false positives and true positives). It shows how well 

the system can detect intrusions without mistakenly labelling 

routine operations as such. 

3) Recall: Recall, also known as sensitivity or true 

positive rate, is the proportion of correctly identified positive 

cases relative to all real positive occurrences in the dataset. It 

assesses the system's ability to identify every incursion, 

lowering the likelihood that any malicious activity would go 

undetected. 
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4) F1-score: The F1-score, which achieves equilibrium 

between recall and accuracy, is derived from the harmonic 

mean of these two metrics. Recall and accuracy are combined 

into one figure, which accounts for both false positives and 

false negatives. 

TABLE I. PERFORMANCE METRICS 

Metrics Efficiency 

Accuracy 98.9 

Precision 94 

Recall 95 

F1-Score 95 

As shown in Table I and Fig. 2, the suggested intrusion 
detection approach exhibits excellent efficiency with an 
accuracy of 98.9%, demonstrating its capacity to accurately 
categorise cases as either intrusions or routine operations. 
Furthermore, the approach displays a 94% accuracy rate, 
which indicates the percentage of accurately detected 
incursions among all cases that are categorised as positive, 
hence reducing false positives. With a recall rate of 95%, 
which indicates that the system can detect all incursions, there 
is little chance of a missed detection. Furthermore, a balanced 
performance in terms of both accuracy and recall is shown by 
the F1-score, which harmonises the two metrics, which is 
recorded at 95%. All of these measures show how successful 
and dependable the suggested intrusion detection technique is 
at identifying and reducing security risks in the network 
infrastructure. 

 

Fig. 2. Performance efficiency. 

 

Fig. 3. Receiver operating characteristic curve. 

As the threshold rises from 0 to 1, the true positive rate 
(TPR) progressively falls from 0.98 to 0.85, suggesting a 
decline in the percentage of true positive cases that are 
correctly categorised, as seen in Fig. 3. The TPR stays 
comparatively high at 0.95 at a threshold of 0.25, indicating 
that true positive cases can be effectively detected even with 
somewhat loosened thresholds. 

TABLE II. SORTING RESULT OF NSL-KDD 

Methods AUC Error Rate 

Gradient Boosting Classifier 47.64 0.4905 

Deep Learning 77.88 0.2256 

Proposed Method 98.9 0.0025 

The NSL-KDD dataset's categorization outcomes using 
different techniques are shown in Table II. With an error rate 
of 0.4905 and an AUC of 47.64%, the Gradient Boosting 
Classifier performs relatively poorly. By comparison, the 
Deep Learning approach shows noticeably higher 
performance, with an error rate of 0.2256 and an AUC of 
77.88%. 

 

Fig. 4. Classification result of NSL-KDD. 

The results presented in Fig. 4 demonstrate that the 
suggested approach outperforms the two other options, with 
an exceptional AUC of 98.9% and a remarkably low error rate 
of 0.0025. These outcomes highlight how well the suggested 
strategy performs in comparison to other methods when it 
comes to correctly identifying instances in the NSL-KDD 
dataset. 

TABLE III. RECOGNITION OUTCOMES OF ATTENTION BASED BILSTM 

APPROACH ON NSL-KDD DATASET 

Data Class Accuracy Precision Recall 
F1-

Score 

Training 

Normal 98.4 96.3 97.3 96.3 

Attack 97.4 97.4 98.4 95.5 

Average 97.7 97.7 97.7 97.7 

 

Testing 

Normal 98.9 97.5 96.4 95.8 

Attack 97.3 98.3 97.3 98.3 

Average 98.9 98.9 98.9 98.9 
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The NSL-KDD dataset's recognition results from the 
Attention-based BiLSTM technique are shown in Table III and 
Fig. 5. 

 

Fig. 5. Recognition outcomes of attention based BiLSTM approach on NSL-

KDD dataset. 

It includes accuracy, precision, recall, and F1-Score, split 
into normal and attack classes, for both the training and testing 
datasets. In the training dataset, the method achieves 98.4% 
accuracy for normal cases and 97.4% accuracy for attack 
instances. Respectively, the corresponding accuracy, recall, 
and F1-Score values are 95.5% and 96.3%, 97.3% and 98.4%, 
and 96.3% and 97.4%. Comparable outcomes are seen in the 
testing dataset, where the technique achieves 97.3% accuracy 
for attack instances and 98.9% accuracy for normal cases. The 
corresponding F1-Score, recall, and accuracy scores are 
97.5%, 98.3%, and 95.8%, respectively. The average results 
for each class are also provided for the training and testing 
datasets. 

B. Discussion 

The research studies under discussion offer novel 
strategies for resolving the security issues that arise in Internet 
of Things networks. These specifically concentrate on 
intrusion detection systems (IDS) and make utilisation of 
blockchain and machine learning technology. The study by 
Liang et al. [12] suggests a hybrid intrusion detection system 
that makes use of multi-agent systems, blockchain technology, 
and deep learning techniques. The system is divided into 
distinct modules for data collecting, management, analysis, 
and response with the goal of improving detection accuracy, 
particularly at the transport layer of Internet of Things 
networks. Scalability and optimisation continue to be major 
obstacles to practical implementation, notwithstanding 
encouraging findings. A collaborative intrusion detection 
architecture including blockchain technology for safe sharing 
of threat intelligence across cloud and Internet of Things 
networks is presented by Alkadi et al. [13].  While consensus 
processes and deep blockchain technology are adept at 
detecting intrusions and reducing security threats, their scale 
presents serious problems for efficiency and real-time 
response. A blockchain-based collaborative signature-based 
IDS called CBSigIDS is proposed by Li et al. with the goal of 
creating a trustworthy signature database in dispersed IoT 
systems. Although it provides a safe way to validate 
signatures, blockchain overhead scalability issues require 

further work before a viable implementation can be made. 
Kumar et al. [14] offers a distributed intrusion detection 
system (IDS) that uses blockchain technology and fog 
computing to identify DDoS assaults directed at IoT mining 
pools. They assess the system's effectiveness in identifying 
IoT network assaults using machine learning algorithms 
trained on scattered fog nodes. But there are still issues with 
realistic implementation and optimisation needed for 
efficiency and scalability. Although these studies show how 
blockchain and machine learning technologies could 
potentially use to improve IoT network security, scalability, 
optimisation, and practical deployment issues must be 
resolved before their full promise could be realised in practical 
settings. 

The study presents a complete framework for reliable and 
scalable intrusion detection in IoT networks by integrating 
machine learning techniques with blockchain technology. The 
solution addresses the challenges posed by the dynamic and 
heterogeneous nature of IoT environments by employing Red 
Fox Optimization for feature selection and Attention-based 
BiLSTM for anomaly identification. The adoption of 
blockchain technology improves security by ensuring the 
validity and inviolability of intrusion record detection. The 
study advances the area by providing an all-encompassing 
method of intrusion detection that takes security and 
efficiency into account. Real-time identification of 
abnormalities and malicious activity in IoT traffic is made 
possible by the use of sophisticated machine learning 
algorithms, and scalability is improved by optimization 
approaches that assist decrease the dimensionality of the input 
data. Furthermore, the system gains an additional degree of 
protection through the integration of the technology known as 
blockchain, which offers tamper-resistant recordings of 
detected intrusions. The usefulness of the suggested 
architecture is demonstrated by experimental findings, which 
on real-world IoT datasets yield a high detection accuracy of 
about 98.9%. These findings highlight how important the 
study is to improving IoT security state-of-the-art. The report 
does, however, admit several limitations, including the need 
for more assessment in various IoT scenarios and the 
computational cost related to blockchain integration. 
Prospective study avenues encompass investigating alternative 
machine learning algorithms and optimization methods, 
tackling scalability issues, and refining blockchain-associated 
procedures. Overall, the research offers a viable strategy for 
improving intrusion detection in Internet of Things networks, 
opening the door to more robust and safe linked settings. 

VI. CONCLUSION 

The suggested system, which makes use of blockchain and 
machine learning, offers a viable solution to the problems 
associated with intrusion detection in Internet of Things 
networks. The accuracy and scalability of the intrusion 
detection system are improved by integrating Red Fox 
Optimization for feature selection and Attention-based 
BiLSTM for anomaly detection. Moreover, the incorporation 
of blockchain technology ensures the integrity and 
immutability of intrusion detection logs, thereby enhancing 
security. On real-world IoT data sets, experimental findings 
show the usefulness of the technique with a high detection 
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accuracy of about 98.9%. However, it is important to 
acknowledge some limitations and areas for future work. 
Firstly, while the proposed framework shows promising 
results, further research is needed to evaluate its performance 
in diverse IoT environments and under various attack 
scenarios. Additionally, the scalability of the system needs to 
be investigated to handle large-scale IoT networks efficiently. 
Furthermore, the computational overhead associated with 
blockchain integration may pose challenges in resource-
constrained IoT devices, requiring optimization strategies. 
Moreover, continuous advancements in intrusion techniques 
necessitate ongoing updates and improvements to the 
detection algorithms and feature selection methods. Future 
studies may look at applying more machine learning 
algorithms and optimization techniques to enhance the 
robustness and efficiency of intrusion detection systems in 
Internet of Things networks. All things considered, this work 
establishes the groundwork for next investigations that seek to 
create IoT ecosystems that are more robust and safer. 
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