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Table 4
Impact of Gaussian noise on the accuracy.

Iteration Percentage
Noise 𝛼𝑛 = 5

Percentage
Noise 𝛼𝑛 = 2

𝜂𝜂𝑙 𝜖𝑙 𝜏𝑖(𝑥) 𝜂𝜂𝑙 𝜖𝑙 𝜏𝑖(𝑥)

PSO 6.1 0.69 0.73 6.3 0.65 0.56
ICSO 5.2 0.44 0.68 5.5 0.38 0.47

Table 5
Mean localization error.
Algorithm Mean

RSSI 0.551
PSO 0.321
ICSO 0.319

The beacon nodes are located at the four corners of the rectangle
region, as shown in Fig. 14. Fig. 15 depicts the averaged RSS distances
between the beacon and the target node in indoor environments.

Error analysis
RSSI-based distance measurement exhibits more variation due to the

effects of diminishing and shadowing. Because of the presence of walls
and other metallic objects, there were more reflections indoors. Because
each reflected signal takes a different path with a different amplitude
and phase. The PSO and ICSO algorithms can significantly reduce the
mean position error. In an indoor environment, the RSSI-based method
provides distance estimation with an average error of 0.713 m. The
ICSO algorithm is used to reduce the localization error to 0.423 m,
whereas the PSO algorithm offers 0.597 m. The position error computed
by the RSSI, PSO, and ICSO algorithms is depicted in Fig. 16. Because
of its superior global searching efficiency, the heuristic algorithm ICSO
has been found to help reduce localization errors over PSO. Table 5
displays the mean and standard deviation values of position error
computed by the proposed and existing algorithms.

5. Conclusion & future scope

Localization is an important performance issue in the sustainable
IIoT, as it is critical in energy-efficient cluster protocols. The main
goal is to use bio-inspired algorithms to reduce localization errors. A
measurement system with a low-power transceiver and microcontroller
is designed in this paper to realize both PSO and ICSO algorithms in the
optimization of node localization for IIoT. The RSS indicator method is
used to calculate the relative distance between the target node and its
receiver. However, it has been discovered that the RSS indicator tech-
nique is not very accurate and is influenced by the indoor environment.
In terms of position accuracy, the experimental results show that PSO
and ICSO outperform the simple RSSI technique. However, the ICSO
has a slight advantage over the PSO and, due to its global searching
strategy, requires less computation time. The simulated results also
show that the ICSO algorithm outperforms the PSO algorithm in terms
of localization error and computing time. The effects of additive Gaus-
sian noise, beacon density, target node densities, and communication
radius on localization accuracy were also investigated. Furthermore,
the goal is to use the algorithms for centralized energy-aware clustering
to reduce energy consumption in sustainable IIoT networks and green
cities. Furthermore, the ICSO can be combined with other evolutionary
algorithms to reduce location estimation errors.
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Abstract: The finest resource for consumers to evaluate products is online product reviews, and finding such
reviews that are accurate and helpful can be difficult. These reviews may sometimes be corrupted, biased,
contradictory, or lacking in detail. This opens the door for customer-focused review analysis methods. A method
called “Multi-Domain Keyword Extraction using Word Vectors” aims to streamline the customer experience by
giving them reviews from several websites together with in-depth assessments of the evaluations. Using the
specific model number of the product, inputs are continuously grabbed from different e-commerce websites.
Aspects and key phrases in the reviews are properly identified usingmachine learning, and the average sentiment
for each keyword is calculated using context-based sentiment analysis. To precisely discover the keywords in
massive texts, word embedding data will be analyzed by machine learning techniques. A unique methodology
developed to locate trustworthy reviews considers several criteria that determine what makes a review credible.
The experiments on real-time data sets showed better results compared to the existing traditional models.

keywords: aspect-based sentiment analysis, product reviews, cold start, sentiment analysis, word embedding

1 Introduction

It could require a lot of time to conduct online research for product reviews [1]. A consumer must read
multiple reviews on various websites to get a feel of a product’s benefits and drawbacks. Customers are
looking for a more accurate breakdown of all reviews when they read many testimonials on social media.
Making the user’s decision-making process easier would be to provide dependable reviews based on
specific criteria. Finding a method for effectively condensing review data would not only assist customers
in making wiser judgments but also increase market awareness of quality [2].

In addition, an efficient review analyzer would provide quick input that could be applied to improving
services. As a result, the market needs quality keyword extraction and polarity quantifying techniques that
would help in the optimal mapping of customers and companies. The use of sentiment analysis is advanta-
geous in a wide range of different industries to sort out business challenges [3]. The main applications
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include market analysis, consumer opinion analysis, and the analysis of product reviews. They can be
applied to many other sectors, such as e-commerce, services, and electronics. E-commerce platforms like
Amazon and Flipkart have tried to reflect a product’s features, but the existing techniques are frequently
insufficient and lack the weight of more significant criteria because they only employ evaluations from the
relevant industry [4]. The fewer data accessible in terms of size or users causes an issue known as “cold
start,” which has an impact on the quality of information retrieval [5]. The dynamics of the sentiment
analysis over aspects in short text messages or reviews are more sensitive toward a single data source and
thus get affected by the volume of the relevant part of the data. For instance, if the volume of reviews related
to a particular item in e-commerce is low, it leads to a cold start, which in turn affects the quality of the
aspects in sentiment analysis. The field of aspect-based sentiment analysis has had numerous different
modifications and crossed many different new eras, thus it is not a straight journey. Researchers have been
putting forth a lot of effort to address complex problems with numerous facets in the field of sentiment
analysis. With a variety of machine-learning techniques, primarily deep-learning techniques, they have
developed comprehensive answers to numerous complex issues with respect to the quality of aspects [6].

In this work, the proposed system develops a framework that effectively gathers product reviews from
various e-commerce websites (e.g., Amazon, Flipkart, and Snapdeal) that determine the attributes of the
concerned product along with their related adjectives and check for any other structural text discrepancies.
In addition, a system to effectively gather product reviews from all three major e-commerce websites is
developed, which extracts the features of the products discussed along with their corresponding adjectives
while ensuring that there are no other structural text inconsistencies [5].

Aspect extraction (AE), aspect sentiment analysis, and sentiment evolution are the three basic proces-
sing phases that can be used to categorize aspect-based sentiment analysis (ABSA) as shown in Figure 1.
The extraction of aspects, including explicit aspects, implicit aspects, aspect terms, entities, and opinion
target expressions, is the focus of the first phase. The second stage categorizes the polarity of sentiment for a
chosen aspect, target, or object. To increase the accuracy of sentiment classification, this phase also
formulates interactions, dependencies, and contextual semantic linkages between various data items,
such as aspect, entity, target, multi-word target, and sentiment word. Ternary, or fine-gained sentiment,
values can be used to categorize the conveyed emotion. The third stage focuses on how the attitudes of
people toward certain characteristics (or events) change over time, and sentiment evolution is thought to be
mostly caused by social factors and personal experiences [7].

2 Related work

According to studies, SAmay often be divided into three levels. To categorize whether a document as a whole, a
statement (subjective or objective), or an aspect reflect a feeling, i.e., whether it is positive, negative, or neutral.
Comparatively, the ABSA, which places a direct emphasis on sentiments rather than language structure, aids in
a better understanding of the SA issue. The core idea of an aspect extends beyond judgment to include thoughts,
points of view, ways of thinking, viewpoints, an underlying theme, or a social effect on an occurrence when an
aspect is associated with an entity. Hence, ABSA offers a fantastic opportunity to analyze public opinions over
time across various media-presented topics. Prior approaches have used a wide range of techniques to assist
with the AE component, including parsing, named entity recognizers, bag-of-words, semantic analysis, and
domain-specific ones like word clusters [8]. In addition, there are some techniques that focus on identifying the
nouns that a viewpoint describes. However, word vectors, which convert words into vectors of a preset length,
can be used to efficiently handle issues like the multi-class categorization of words [9]. When word vectors are
used, the game changes as there are so many applications. In this work, it is discovered that the most accurate
results were produced when this method was used with K-Means clustering.

Many strategies have been put forth in the literature for ABSA, including deep learning-basedmode andmore
conventional feature-based models [10,11]. A few researchers attempted to apply the pre-trained bidirectional
encoder representations from transformers model to ABSA in the context of the recent pattern of fine-tuning pre-
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trained models in natural language processing tasks, and they achieved the most cutting-edge results on multiple
benchmark datasets [12]. Despite the substantial improvement, most of these systems mainly rely on textual
content and ignore other related modalities, such as images with facial expressions. The input from various
methods is crucial for anticipating the sentiment polarities regarding target aspects, as many online forums are
becomingmore multimodal. This encouraged a number of recent research to propose using beneficial information
from images to increase the task performance of ABSA [13].

The phases of the review analysis process that can be separated are AE andmulti-domain scraping [14]. The
older techniques for extracting online reviews retrieved them from a single website. Multi-domain scraping has
trouble identifying products and finding reviews that are hard to find using simple HTML parsers [15,16]. Either
single domain scraping or multi domain scraping can handle browsing tasks are usually automated with tools
like selenium will use the unique identifiers to search for products will resolve the mentioned concerns.

Figure 1: Traditional phases in aspect-based sentiment analysis.
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The accuracy may be further enhanced by recurrent neural network, which handles the context of
phrase structures that our suggested system might not be able to recognize [17]. Reviews that are deemed
insufficiently trustworthy are filtered using the trustability scores that have been calculated as a threshold.
To gain the most reliable perspective on the product, the customer can also consider the reviews with the
highest trustability rankings. The user receives a significantly more reliable appraisal of the product and its
features because the least reliable scores are taken away [18].

3 Methodology

In order to avoid the cold start problem, the proposed system is modeled in two phases. In the first phase,
dynamic multi-domain scraping is done, and in the second phase, product review keyword extraction and
trustability scores are determined. The model in Figure 2 depicts the entire system design, which includes
the aforementioned phases.

Figure 2: System architecture of multi-domain ABSA.
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3.1 Dynamic multi-domain review scraping

The Python package Selenium is used to carry out the review scraping procedure. This package is useful for
automated browsing. Selenium enables web page interaction, website browsing, and HTML code parsing.
The technique uses the product’s particular model number to look for it on numerous websites. The
following three steps are involved.

3.1.1 Individual ID recognition

The system launches a browser and uses Selenium to visit the link from the product’s link. Using the HTML
tag ID from the webpage, the product’s distinctive model number is derived. Multiple domains search for
the product using the model number. It currently searches Snapdeal and Flipkart.

3.1.2 Finding the product

The product is found by parsing the HTML code of the search result pages and using the links to the
appropriate products. The links to the recognized products’ review pages are processed.

3.1.3 Scraping and compiling reviews

On the relevant review sites, Beautiful Soup uses tag IDs to identify the reviews, and then it extracts the
review’s text and other information. The data are saved to a .csv file and kept in a Pandas DataFrame. As a
result, we automatically compile product reviews from various sources. The following characteristics are
present in each review: title, rating, description, and upvotes for the review.

3.2 Review trustability and keyword extraction

The review trustability and keyword extraction stages are made to find credible reviews and, as a result, to
extract the characteristics of the product under consideration. All stages of the process are included in the
extraction stage.

3.2.1 Review trustability score

The trustworthiness score of a review denotes the degree to which the viewpoint may be relied upon. The
four main components of a review that make up the score are as follows:
i. Length of Sentences – Longer evaluations are frequently more thorough and accurately describe the
product. Effectively counted the sentences in each review using the spaCy program.

ii. Readability – Look at the words used, the sentence structures, and other elements to determine read-
ability. It describes how straightforward the text is to read. Reviews that are simpler to read are
frequently thought to be more trustworthy. Using the Automated Readability Index technique, we
determined the readability score for a particular review. This approach takes word structure into
account and is often based on a word list’s percentage of simple words or the average number of
syllables per word.

iii. Target words – When looking at a review, a reader focuses mostly on specific words to identify the
review’s structure. Each target word has been counted for how many times it appears in each review
while also accounting for its benefits, drawbacks, pros, and disadvantages.

Aspect-based sentiment analysis on multi-domain reviews through word embedding  5

517



iv. The number of votes: Obviously, the reviews with the most votes are the most helpful.

The sum of the points for each component is used to calculate the review’s overall trustworthiness
score. The scores have been changed so that they range from [0,1]. Therefore, using the final scores of each
review to determine whether a score greater than the threshold (average of normalized scores) applies, we
arrive at a conclusion that is communicated at the visualization step.

The score of credibility is defined by considering the textual and sentimental factors of the reviews as
follows:

( )= =N k W VSC 0 ⁎ ,i i i (1)

where N(x) stands for the normalization function, resulting in a [0,1] range, Vi reflects the value of a certain
aspect, and Wi denotes the weighting given to various factors based on typical customer behavior.

In the proposed methodology, four factors are defined and weighted, as shown in Table 1.

3.2.2 Pre-processing

The review content that has been scraped from numerous different domains is cleaned up by the cleaning
software we have created. It gets rid of additional characters, hyperlinks, symbols, spaces, and other text
patterns that our algorithms could not handle. We also replaced several period symbols with a single
period. We extracted the text description for our study from this cleaned dataset. The other irregularities
that predominate in the scraped evaluations are the data type and data organization within their connected
attributes. We have tools for both typecasting the data into the format that is absolutely necessary and for
removing the extraneous information that is included with the pertinent data.

3.2.3 Extraction of noun–adjective pairs

The first step here is to change the votes information into numeric representation in order to do make better
study of attributes. The primary goal of this stage is to extract the attributes and any related modifiers
(adjectives). We created a dependency parse tree using the Python tool spaCy in order to extract aspect-
adjective pairings based on specific syntactic dependency paths. The result of this stage is a dictionary of
these noun–adjectives, which is utilized as an input in the next step of grouping aspects (Figure 3).

Table 1: Textual and sentiment factors with weightages

S. no. Vi Wi

1 Sentence count 0.2
2 Reading comprehension 0.3
3 Target words 0.2
4 Upvoted votes 0.3

Figure 3: Dependency parse tree.
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The rules were constructed from the terms in the parts-of-speech tags of the review text. For example,
the phrase’s noun would be a word with the “nsubj” dependence relationship to the verb token, and the
noun’s adjective would be a word with the “acomp” dependence relationship. In addition, we replaced
every usage of the pronoun “product” with the word “Product,” because, in its general sense, the pronoun
refers to the complete product. As a result, this pair would be extracted as a relevant aspect–modifier pair.
In the picture below, “A” stands for the aspect, while “M” and “M′” are the appropriate modifiers of the
adjective for the aspect. This illustrates some of the ideas we came up with (Figure 4).

3.2.4 Grouping aspects

This is done in two steps. First step is aspect generation using word embedding process and the second step
is clustering the generated aspects.

3.2.4.1 Word embedded aspects generation
We may detect how similar two words are by comparing the word vectors produced by the integrated high-
performance vectorization model of spaCy. Using spaCy for vectorization allows you rapid and simple
access to over a million different word vectors, and unlike other libraries like NLTK, its multi-task convolu-
tion neural network model is trained on “web” data rather than “newspaper” data.

3.2.4.2 Clustering aspects
SciKit Learn’s K-Means technique is then used to group the word vectors. We obtained effective results for 15
clusters using the K-Means approach, which varies in effectiveness depending on the quantity of data
provided. The term that most often appeared in each cluster was used to designate the clusters.

Figure 4: Rules explanation.
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3.2.5 Determining polarity scores

To identify the polarity of the aspect’s adjectives, we utilized the NLTK library’s Vader Sentiment Analysis
approach. We chose this method over the spaCy and Text Blob approaches by taking speed and accuracy
into consideration. We calculated the compound polarities of the set of derived adjectives and then added
them all together to get the final aspect polarity.

3.2.6 Visualization

We utilized the Matplotlib library to display the ABSA results and the review’s credibility. In contrast, the
ABSA bar plots display the final most popular subjects across various domains, such as Flipkart, Amazon,
and Snapdeal, as positive and negative bars with appropriate polarity values. Review trustability bar plots
give information about the demographics and reviews that were assessed.

4 Results and discussions

The technology we built can dynamically extract reviews frommany domains. Currently registered domains
include Flipkart, Amazon, and Snapdeal. For the majority of the products, there are several reviews avail-
able on the most well-known websites, Amazon and Flipkart. Snapdeal continued to create fewer reviews.
Getting a specific model number from Flipkart is the first step in the process, which is then utilized to obtain
information from Amazon and Snapdeal. After scraping the reviews using the techniques, the keywords of a
text are retrieved along with the corresponding adjectives, and the polarity for these qualities is established
along with the trustworthiness score for each review. The keywords or elements provide a succinct but
impactful grasp of the material by summarizing the information in the text. The example on the “Dell
Inspiron Laptop” is discussed further.

4.1 Elements

The system looks up the goods on Amazon, Flipkart, and Snapdeal and displays bar graphs of the analyzed
data. Let us examine each experiment performed on Amazon, Flipkart, and Snapdeal for the analysis of
product reviews using our method and then compare them all.

The 15 aspects of the product that have received the most attention on Amazon are shown in Figure 5.
We can see that the abundance of information is allowing our system to effectively capture many of the
reviews posted on Amazon. A few elements have negative and neutral attitudes, while most of the aspects
have good opinions.

The 15 aspects of the product that have received the most attention on Flipkart are shown in Figure 6.
The system effectively identified the topics that were discussed and showed varied behavior among the
topics, showing opinions that were both favorable and negative.

The five components of the product that have received the greatest attention on Snapdeal are shown in
Figure 7. The analysis’s capacity to present various features is impacted by the information’s restricted
availability, as can be seen in Figures 5 and 6. The well-known cold start issue occurs as a result of
insufficient data availability. A user is given confusing reviews and ratings because, unlike Amazon and
Flipkart, the elements are largely good. Our suggested system, which takes into account the information
from all three of the aforementioned domains and conducts an overall analysis, resolves this.

The 15 product features that have received the most attention on Amazon, Flipkart, and Snapdeal are
represented in Figure 8. In contrast to current techniques, the characteristics are grouped based on the
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semantics of the aspects. The most frequent characteristic within each cluster also emerges as the cluster’s
final element. In this manner, 15 clusters of various viewpoints produce 15 distinct features that effectively
depict the product. This avoids the prejudice of only showing the top 15 often-mentioned features overall
and instead displays all pertinent aspects of all the perspectives discussed. By expanding the richness of the
aspects and the needs of the consumers, this analysis surpasses all other studies.

The experiments conducted on individual and integral data sources depict the performance of the
proposed model w.r.t. the determined aspects and the corresponding sentiment of the particular aspect.
For example, the aspect named “user” in Figure 7 is more inclined to positive polarity around 0.6 due to the
lower volume of reviews, whereas in Figure 8, it is showing less than 0.2. In addition, a few aspects that
exhibit negative sentiment polarity were not actually considerable when the volume of the input increased.
This infers that the dynamics in the weightage of the aspects in the reviews improved with a high distribu-
tion and less bias.

Figure 6: Flipkart’s aspects with corresponding sentiments for Dell Inspiron Laptop.

Figure 5: Amazon’s aspects with corresponding sentiments for “Dell Inspiron Laptop.”
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4.2 Review trustability

One important issue resolved in our research was the reliability of reviews. The important elements of
sentence length, readability of review content, amount of upvotes, and target terms have been used to
assign a trustability score to each review that is scraped from various domains. We avoid any prejudice that
might result from showing the most helpful review based merely on the number of upvotes by taking into
account all of these indicators.

The majority of e-commerce companies simply use the number of positive reviews as a quantitative
criterion for customers to determine how trustworthy a review is. Figure 9 illustrates how our algorithm
evaluates the reliability of reviews using four key metrics (Votes, Sentences, Triggering Words, and Read-
ability). By addressing biases in the current system, this technique can direct customers to reviews that are
beneficial. The average of the normalized scores generated yields a threshold.

Figure 8: Dynamic multi-domain aspects with corresponding sentiments.

Figure 7: Snapdeal’s aspects with corresponding sentiments for Dell Inspiron Laptop.
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As a result, it can be said that the system created provides the client with relevant information that he
might not discover while browsing an e-commerce website and is, for the most part, an improvement over
the review presentation method used by those websites (Table 2).

Customers do not respect reviews that are just a description of a product, as seen in Figure 9, and as a
result, the trustworthiness score is lower. Organizations can greatly benefit from this because it expands the
field of use for feedback analysis.

5 Conclusion

The proposed work will make a substantial contribution to the removal of bias from the current commercial
system. The review corpus expands when more domains are used as extraction sources for a single product.
As a result, the product is represented more accurately, and customers have less trouble using different
apps. Furthermore, it helps reveal prejudice that is specific to websites. The approach works well for
products with a certain model number or ID that are correctly supplied. As a result, the system uses
dynamic multi-domain scraping to overcome the cold start problem. The availability of data is one of the
scraping’s limitations. The scrape is limited to those things solely because the model number is identified
for many significant and tangible goods.

Figure 9: Example of reviews recognized as per trustability score threshold.

Table 2: Bottom-most reviews based on the trustability score

Comment Trustability

ok 0.00
go for it 0.056
i love it 0.066
wow 0.075
good for 50k 0.162
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In the phase of AE, noun–adjective pairs are identified by the use of natural language processing
techniques. The most effective method of detecting features is through this type of grammatical analysis.
The information from many aspects was combined into a much smaller number of aspect clusters once the
aspects were clustered. The adjectives in the questions rely on their context, which is important to keep in
mind. The polarity values that are generated, which are more accurate than those from context-free senti-
ment analysis, are built on these context-based adjectives.
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Abstract: The standard optimization of open-pit mine design and production scheduling, which is
impacted by a variety of factors, is an essential part of mining activities. The metal uncertainty, which
is connected to supply uncertainty, is a crucial component in optimization. To address uncertainties
regarding the economic value of mining blocks and the general problem of mine design optimization,
a minimum-cut network flow algorithm is employed to give the optimal ultimate pit limits and
pushback designs under uncertainty. A structure that is computationally effective and can manage the
joint presentation and treatment of the economic values of mining blocks under various circumstances
is created by the push re-label minimum-cut technique. In this study, the algorithm is put to the
test using a copper deposit and shows similarities to other stochastic optimizers for mine planning
that have already been created. Higher possibilities of reaching predicted production targets are
created by the algorithm’s earlier selection of more certain blocks with blocks of high value. Results
show that, in comparison to a conventional approach using the same algorithm, the cumulative metal
output is larger when the uncertainty in the metal content is taken into consideration. There is also
an additional 10% gain in net present value.

Keywords: open-pit mine; ultimate pit limit; uncertainty modeling; minimum cut; network flow

MSC: 68W40; 68W50

1. Introduction

A challenging issue in mine planning and design is open-pit mine production schedul-
ing. To maximize the total discounted profit, an open-pit optimization problem is used to
remove mining blocks from the pit while satisfying all of its constraints. Reserve constraints:
the restriction that a block can only be mined once during its lifetime. Slope constraints:
a block cannot be mined before its predecessors. A group of overlying blocks must be
removed to reach a given block. Mining constraints: to ensure the effective use of mining
equipment, the total weights of blocks mined during each period should be at least equal
to a minimum mining limit. On the other hand, it should not be greater than the capacity
of the mining equipment that was in use at the time. Both the upper bound and the lower
bound must be satisfied under mining constraints. Processing constraints: this primarily
depends on the processing capacity of the plants. The total number of ore blocks mined
during each period should at least be equal to the minimum number needed for processing,
but it should not exceed the processing plant’s capacity because the excess ore must then
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be stored somewhere. Metal production constraints: Both the upper and lower bounds
of the metal production limitations must be satisfied, and the amount of metal recovered
from the ore blocks processed should not be less than a minimum amount and should
not exceed the amount that can be sold during this period. Open-pit optimization is typi-
cally defined as a type of integer or mixed integer programming issue that can be solved
utilizing a commercial solver. A three-dimensional array of blocks is used to depict the
orebody. With the limited number of exploration drilling data and the use of geostatistical
algorithms, the mineral grade of each block within the orebody is determined. The volume,
grade, and tonnage details are provided for each block. It is well recognized that orebody
models and their geological features are a significant source of scheduling risk. Every block
has a block economic value that represents the corresponding net profit. The challenge
of allocating a mining block’s extraction sequence to various production periods is the
main focus of open-pit mine design. A mining block’s weight, block economic value, ore
contents, metal contents, and other characteristics are used to describe it. Many mining
blocks are assigned to distinct production periods to maximize profit within predetermined
bounds. These restrictions not only include, but also contain: (a) a block must be allo-
cated to one production period; (b) a set of neighboring blocks for each block must have
the same production period or prior periods; and (c) a sufficient quantity of blocks must
be assigned during a specified time frame to ensure that the total quantity of material,
ore, and metal recovered from the mining falls within the allowable limit for a particular
production period. An open-pit mine’s production schedule is a challenging issue [1–3].
Usually, mixed integer programming is used to resolve open-pit production scheduling [4].
Finding the best production schedule is a challenging task because of the huge number of
integer variables, numerous limitations, and lack of certainty around the various mining
block parameters. The main source of uncertainty is geological, which implies that the
metal composition of a block has been accurately determined previously. Additionally, the
economic fluctuation of metal prices may cause uncertainty [5]. Numerous optimization
techniques have been suggested to solve the deterministic production scheduling while
treating the mining block values as known and ignoring their uncertainty. Mixed-integer
linear programming methods have been proposed to optimize the net present value for
many mining projects [6,7]. An alternative approach built on Lagrangian relaxation was
suggested by Dagdelen and Johnson [1]. For determining the production plan of an open-
pit mine, Caccetta and Hill suggested a branch-and-cut approach [8]. The Fundamental
Tree Algorithm (FTA), created by Ramazan [9], decreases the size of the real problem by ag-
gregating mining blocks. To address the mine production scheduling issue, Bley et al. [10]
suggested a technique based on the cutting-plane method. For enhancing the produc-
tion scheduling problem’s computational effectiveness, Bienstock and Zuckerberg [11]
presented a heuristic method. A mine planning framework based on network flow is
presented by Topal and Ramazan [12], who also illustrate a significant application in a real
mine. Using a heuristic-based linear relaxation, Chicoisne et al. [13] tackled a bigger size
(3 million blocks) mine process optimization issue. A solution based on sliding windows
has been suggested to address deterministic mine design [14,15]. Mining block sequencing
issues are addressed by Lambert and Newman [16] using a Lagrangian relaxation-based
strategy. Lamhgari et al. [17] use metaheuristic techniques to handle production scheduling
in open-pit mines, such as variable neighborhood descent. It takes a lot of effort to incor-
porate mining waste management and removal into the MILP optimization of the project
plan [18]. The mining sector has been using deterministic models for open-pit optimization
since the 1980s [19–23]. Unfortunately, the basic presumption that grade and quantity will
always be constant in a given block oversimplifies the issue and results in an inaccurate
evaluation [24–27]. The block grades, and subsequently the metal contents, are computed
using a finite number of samples, resulting in usual uncertainties with these usually ex-
pected values [28]. Numerous simulated orebody models are created using geostatistical
modeling techniques to account for the geological uncertainty regarding block grades and
metal concentration [28–31]. Therefore, when including these uncertainties, the stochastic
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approach is more accurate. By maximizing the net present value and reducing the variance
from the target, some authors proposed uncertainty-based approaches based on the concept
of geological risk discounting [15,32]. A multi-stage stochastic programming approach was
investigated by Boland et al. [33] to handle different aspects of mine production scheduling.

However, Godoy and Dimitrakopoulos [25] suggested a different strategy that would
utilize a simulated annealing process to minimize the computing time. To optimize a mine
schedule, researchers used a series of pit shells created by the layered application of the
Lerchs and Grossmann approach [34–36]. They have demonstrated that their techniques
are computationally faster than the conventional method, boosting the project value by
15% to 28% [34,35]. For resolving the computing challenges related to full-scale stochastic
integer programming, Lamghari and Dimitrakopoulos [17] suggested a metaheuristic
approach and created an algorithm combining Tabu search. For stochastic production
planning, a two-stage stochastic integer programming method with a stockpiling choice and
geological risk discounting is proposed [37]. The preceding model is expanded to include
mining complexes [27,38]. To handle production schedules as well as waste dumping,
Rimélé et al. [39] adopt a two-stage stochastic integer programming method.

In this study, the push re-label minimum-cut method is improved and tested in
terms of the design of pushbacks and optimal pit bounds under uncertainty. The latter
is produced by parameterizing the minimum-cut graph’s arc capacities. Similar to the
commercial Lerchs and Grossmann algorithm implementations, the time value of money
and the associated discounting of block economic values are implemented indirectly and
are based on bench-wise scheduling and predefined mining capacity. A test case on a
copper mine serves to illustrate the procedure’s complexity. It should be noted that the
case study maintains generality by using numerous economic values for mining blocks that
were produced from simulated realizations of the resource. Combining simulated orebody
models, price and exchange rate forecasts cost forecasts, and other forecasts could produce
economic values. The method given here is compared against the comparable deterministic
variant, using only deterministic inputs, in this comparative research. The push re-label
minimum-cut algorithm is initially described in the following sections about mine design
and optimization. The push re-label minimum-cut approach is described after that in a
brief explanation. Some similarities to the deterministic scenario are presented.

The paper continues with a literature survey. The solution approach is discussed in
the part titled “Methodology,” and its application to a copper deposit is covered in the
section titled “3.1. A minimum-cut graph to optimize ultimate pit limits, 3.2. Uncertainty
implementation in a minimum-cut graph, 3.3. Pushback design using arc capacity parame-
terization in a minimum-cut graph, 3.4. A mathematical formulation of a stochastic mine
pit optimization under uncertainty.” The paper is finished with the sections “Results” and
“Conclusion and future scope.”

2. Literature Survey

According to the number of highly possible scenarios, metal and geological uncertain-
ties are treated by utilizing a spatial stochastic modeling approach to mine maps of grade,
metal content, and geology. The spatial correlation among observations from the drilling
procedure and the volumetric variances between the available data and the supposed min-
ing blocks are explicitly taken into account by these algorithms [40–42]. By increasing the
extraction duration of the high-risk blocks, the authors created the hypothesis of orebody
risk discounting, which postpones the risk for future timeframes [43]. The main issue with
the abovementioned considerations is that they fail to take into account simulation results,
a risk that has been simultaneously analyzed as sets of blocks in mine from period to period,
and previously given risk probability for each block [43,44]. Ramazan and Dimitrakopoulos
provided the first mathematical models that successfully depicted the stochastic charac-
teristics of mine design [45]. They investigate a two-stage stochastic model with multiple
equivalent possibilities to represent unpredictable geology. Each scenario has two parts: the
first phase addresses the mining sequence, and the second phase addresses any variation
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from the target. These two phases make up the decision-making mechanism. The goal is to
increase the expected net present value as much as possible while minimizing production
target deviations, which reduces the risk that production targets will not be met.

The idea of simulated annealing was initially developed [25] and further investigated [34,46]
for long-term production schedules in a stochastic approach. This approach was enhanced to
take into account various mines, inventories, and operational sites [27]. A stochastic integer
linear programming approach was created by Ramazan and Dimitrakopoulos [37] to optimize
the net present value while reducing the deviation from production goals. A test case using
the stochastic approach under risk was reported by Chatterjee and Dimitrakopoulos [46]. This
makes it more challenging, but also more advantageous, to include geological risk in the
optimization method. These advantages were first emphasized [25,34,37,46–48].

Geostatistical techniques can be used to measure, model, and quantify uncertainty.
This is accomplished by utilizing any geostatistical simulation technique to generate nu-
merous equal probability scenarios of orebody realization. Risk can be minimized by
incorporating uncertainty into decision-making processes. As a result, the team responsible
for mine design and production schedules will be able to achieve higher profit margins and
develop a more effective risk management plan. The mining sector, on the other hand, is
well conscious of the uncertainties and risks. Stochastic models receive significant attention
since they manage uncertainty and risk in a way that is more practical and realistic. Eval-
uating the revenue under different scenarios and attempting to reduce production target
deviations is a successful strategy for resolving stochastic problems [34,46,48].

Since geological uncertainty directly affects the supply of ore and metals, mining
industries believe that it is the main cause of their unrealized cash flow projections. The
challenge concerning how to determine the supply of ore for processing arises. It is
a complicated issue to answer since it depends on the removal sequence throughout
time in addition to the ore’s spatial variability The same resource will yield various ore
supplies depending on the extraction methods used. Because it depends on economic
factors and changes over time, the definition of ore changes over time. The concept of
accessible ore availability has typically been assessed under the presumption of constant
technical and financial limitations in both space and time. Throughout the traditional
mine production and design framework, the aggregate form of ore grade assumption is
utilized in combination with geological, financial, and ecological limitations to create the
extraction schedule that yields the highest economic benefit. The utilization of risk-free
models revealed a considerable gap between prediction and real financial results.

Several studies have investigated the effect of geological uncertainty on project eco-
nomics and employed conditional simulations to undertake a risk analysis of mine plan
technical specifications [24,49]. The existence of risk modeling techniques facilitates the
development of novel scheduling systems that incorporate simulated geological uncer-
tainties in mine strategic planning. The initial pushback design’s stochastic graph closure
problem is a relaxed scenario in which resource limitations are not considered. Resource
limits must be applied to create pushbacks. Several techniques are addressed in the various
literature. The suggested algorithm’s major benefit is that it can be computationally very
quick; therefore, incorporating uncertainty into production planning is regularly viable.

3. Methodology

The proposed approach is conceptually presented as (i) a minimum-cut graph to
optimize ultimate pit limits.

(ii) Uncertainty implementation in a minimum-cut graph.
(iii) Pushback design using arc capacity parameterization in a minimum-cut graph.

3.1. A Minimum-Cut Graph to Optimize Ultimate Pit Limits

A simple, two-dimensional example can be used to illustrate open-pit optimization as
a minimum graph cut problem. Figure 1 depicts a section where the associated economic
value is represented by the numerical values inside each block. Based on the expected
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grade, metal selling price, mining cost, and processing cost, a block’s economic worth is
determined. Blocks with positive values are ore blocks, while blocks with negative values
are waste blocks. Figure 2 illustrates a directed graph as a possible representation of this
two-dimensional orebody model. The directed graph is thought of as having each mining
block as a node. A source and sink are two unique nodes. The model’s ore block nodes are
linked to the source node, and the capacity of those arcs represents the economic value of
blocks. However, every node within the model that is defined as a waste block is linked
to a sink node, and the capacities of those arcs are equal to the absolute values of waste
block nodes. One needs to gain access to that specific block to mine a certain block, x(i, j). It
is impossible to reach a specific block and mine it unless the blocks above it are removed;
this is made feasible by retaining slope limits. To meet slope limitations, it is required to
identify the underlying blocks that need to be eliminated before removing the desired block.
The red arrow in Figure 2 indicates a block’s slope constraints. The slope constraint arcs’
capacities are given an infinite value. Slope constraint arcs can never be in the minimum
cut since their value is indefinite. As a result, the minimum cut will result in an acceptable
pit because the slope constraint will not be satisfied. The optimal ultimate pit can be found
by transforming the example of a two-dimensional orebody into a directed graph problem
and then applying the minimum-cut method. A set of directed arcs with at least one arc
in each direction from the source to the sink node forms a cut of a directed graph. There
will not be a straight path between the source and sink nodes if the arcs in the cut are
eliminated. The cut value is the total of all of the arcs in the cut’s flow capacity in the
source-to-sink direction.

Figure 1. Block model with block economic values.

Finding the cut in the graph where the total of the capacities is least across all cuts
is the goal of the minimum-cut problem. Figure 2 shows the minimum cut of the two-
dimensional open pit that was indicated in Figure 1 with a bold, brown line. The orebody
model in this example has a minimum cut value of 8. In this illustration, the ore blocks are
on the sink node of the cut, and the waste blocks are on the source node. The minimum cut
in the open-pit optimization issue is the cut that minimizes the sum of the number of waste
blocks on the source node side and the sum of the number of ore blocks on the sink node
side. In other words, the minimum cut maximizes the number of ore blocks present in the
pit while simultaneously reducing the waste blocks present in the pit. Given that the slope
restrictions are followed, the minimum cut is likewise a valid pit. When the capacities of
the ore blocks on the sink side and the waste blocks on the source side are added together,
it was determined that the cut shown has value (3 + 1 + 2 + 2) = 8, which is the same as this
problem’s minimum cut value.
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Figure 2. Pit limit calculation using the minimum directed graph cut.

3.2. Uncertainty Implementation in a Minimum-Cut Graph

Multiple orebody models can be simply added to the previously described technique.
Figure 3 illustrates the same directed graph that is produced utilizing numerous orebodies,
as in the previous example. All ore blocks will be linked to the same source node, and all
waste blocks will be linked to the sink node. Using arcs with infinite capacity, the slope
constraint will be maintained. A specific block in simulated orebody models may be wasted
in one simulated block model and ore in another. Despite the computer simulation, the
source node is linked to all ore blocks, while the sink node is connected to all waste blocks.
This suggests that a certain block can be connected to the source node in one realization
while also being connected to the waste node in another realization. The arc capacity will
be different. Using the top-left block in Figure 3 as an example, let us say that the ores
in Simulations 1 and 2 have economic values of 2 and 1, respectively. The source node is
connected to that block in Simulations 1 and 2 with arc capabilities of 2 and 1, respectively.
The same block, however, has a block economic value of -6 in Simulation 3, and an arc with
an arc capacity of 6 is constructed from the block to the sink. Integrate the data from all
simulations, and this is comparable to creating a directed graph with the number of nodes
equal to n times the number of blocks in the deposit, where n is the number of simulated
orebodies. The values of the blocks can be created using simulated grades, simulated
grades paired with simulated commodity price forecasts, simulated grades combined with
simulated commodity price forecasts and mining/processing expenses, etc. This allows for
the integration of any uncertainty related to the estimation of a block’s value.

Multiple orebody models can be used to make the directed graph, and then the
minimum-cut technique can be used to create an ultimate pit. The identical block from the
various simulations may not lie on the same side of the minimum cut if the minimum-cut
approach is applied to the directed graph defined above with n no. of simulations. The
main difficulty in formulating the minimum-cut technique for addressing the open-pit
optimization problem with simulated orebodies is that, to produce an ultimate pit, a given
block from various simulations must be on the minimum-cut side. No matter how many
simulations are performed, the choice should be made in terms of a block as either being in
the ultimate pit or not. To guarantee that a specific block lies on the same side of the cut for
all simulations, another constraint must be added to the graph. It is possible to implement
this constraint by combining blocks from many simulations into a bidirectional arc with
infinite capacity. This ensures that there will never be a situation in which the same block
from different simulations will fall on different sides of the minimum cut because these
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bidirectional arcs have infinite capacity and will never be in the minimum cut. So long
as all requirements are respected, the pit produced by the minimum-cut algorithm with
various orebody models is valid. These nodes can be combined into a single node because
the same block will appear in the same simulation on the same side of the minimum cut. A
single arc can be created by merging the arcs from the source node to the merged nodes
from various simulations, and the arc’s capacity will equal the total of all the capacities
when that particular block is ore in all scenarios. Similar to the previous example, a single
arc can be created from a merged node to the sink node, and its capacity will equal the sum
of the actual capacities of the block’s economic values in all simulations when the block
is wasted. Figure 4 illustrates this idea. The graph there was created by integrating the
three simulated orebody models from Figure 3. Each block in this figure has two values
assigned to it. If the realizations are ore, the value in the top-left corner represents the total
block economic values across all realizations. If any realizations are wasted, the value in
the bottom-right corner represents the total relative block economic value. The value in the
top-right corner represents the arc capacity from the source to that node, and the value in
the bottom-left corner represents the arc capacity from the node to the sink. In Figure 4, for
illustration, the top-left block’s arc capacity from the source to a node is 3, which is the sum
of 2 and 1, the block economic values of Simulations 1 and 2, respectively. With a capacity
of 6, the absolute block value in Simulation 3, the same node is connected to the sink.

Figure 3. Multiple orebody models were used to create the graph.

The reduction in the number of nodes in the graph is the key benefit of the suggested
strategy with different orebody models and economic values. Except for the source and
sink nodes, the network has the same number of nodes as there are blocks. Due to this,
regardless of the number of simulated orebodies, a deposit’s node count will always be the
same. The capacity of the arcs is the only thing that varies when the number of simulated
models is altered. To take into consideration the geological risk in open-pit design, a
stochastic variant of the network flow algorithm is utilized in the block economic value.
To manage uncertainty, the stochastic network flow technique uses simulated models of
an orebody that are equally probable. Calculations are performed using a set of scenarios
rather than a precise and perhaps inaccurate model. This maximizes the net present value
for an open-pit mine, given the uncertainty from limited data and orebody models. The
method works as follows: the economic block value of each block in each simulation is
determined when the simulations are run. The blocks with a negative block economic
value are then connected to a sink that is the same for all simulations (one single sink node).
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The same is done with blocks with positive block economic value; these are attached to a
single source node and precedence restrictions must be followed. Furthermore, blocks with
the same grid location (x, y, z) will have an endless number of capacity arcs connecting
them. Because just one pit is being created, the additional constraint exists because the
same blocks in the grid must be either within or outside the pit for each simulation. The
algorithm then merges the blocks at the same place into a single block (node) with no more
than one arc from the source node and one arc to the sink node, where these arcs have the
capacity of the sum of the capacity of the arcs at the same place in the same simulation.
This produces a single graph (matrix), which makes the procedure less computationally
demanding because the number of nodes is drastically decreased and just one minimum-
cut algorithm is required. When more simulations are added to the process, the capacity of
the arcs increases considerably.

Figure 4. Three simulated models are combined to create new graphs.

3.3. Pushback Design Using Arc Capacity Parameterization in a Minimum-Cut Graph

The simulated orebody models construct a single pit, which is the ideal ultimate pit for
the deposit, using the previously proposed minimum-cut network flow technique. Parame-
terization of the minimum-cut algorithm can be used to generate pushbacks. The Lerchs
and Grossmann parameterization algorithm is well documented in the literature—for ex-
ample, Seymour [50]—and is used in commercial implementations [23]. A succession of
“nested” pits can be produced by scaling the economic values of all blocks with a multiplier
parameter, λ. The same idea that may be used to build nested pits with a minimum-cut
method can be used to parameterize the Lerchs and Grossmann algorithm.

Depending on which term is multiplied throughout the block economic value cal-
culations, the value of λ must increase or decrease monotonically. If λ is used to im-
mediately multiply the economic block value, rising λ values will produce pits ranging
in size from small to large until the final pit limit is achieved. If λ is multiplied by the
mining or processing cost, increasing values will result in larger to smaller pits. It is
also feasible to utilize more than one parameter for parameterization. By changing the λ

value to λ1, λ2, λ3, . . . . . ., λn, where λ1 < λ2 < λ3 < . . . . . . < λn, it is possible to obtain
pushback P1, P2, P3, . . . . . ., Pn with pit sizes P1 < P2 < P3 < . . . . . . < Pn. In this paper, λ
was chosen as a monotonic non-decreasing value, which is multiplied by the capacity of
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the arcs from the source to the ore block nodes. Because the goal is to scale the economic
worth of the ore blocks, the arcs from waste block nodes to sink are left alone. Figure 5
depicts the revised graph with the parametric version.

Figure 5. Parametric minimum-cut graph after multiplying λ with arcs from source to ore blocks.
The first pushback is generated when the value of λ is 1.

It is obvious that the network algorithm’s parameter λ, a multiplier of the arcs’ capacity,
is essential for creating nested pits or pushbacks. For the generation of nested pits, choosing
a series of λ values is tough work. The random selection of λ may lead to pushbacks with
huge gaps, which is unfavorable for mining. Additionally, a crucial issue is the number
of pushbacks that must be created. For the sake of parameterization in this study, just
one parameter is considered. When the λ value is set to 1, the ultimate pit is achieved. A
sequence of nested pits is created by reducing the value of λ.

3.4. Mathematical Formulation of a Stochastic Mine Pit Optimization under Uncertainty

A two-stage stochastic mixed-integer programming model can be used to formulate
the open-pit optimization issue. For each period of the horizon, a set of blocks to be mined
is determined in the first stage, taking into consideration the minimum and maximum
mining limits. Each block throughout each set is scheduled exactly once after all of its
predecessors. The category of the block, such as ore or waste, and the amount of metal
within the block are unknown at this point. For each scenario, uncertainty is addressed
in the second stage. For instance, the total amount of ore needed for processing could, at
times, surpass the processing plant’s capacity, while at other times, it might not satisfy the
minimum requirements. This may apply to the metal recovery from the blocks of processed
ore. The suggested model’s goal is to minimize the deviation from the production target
while maximizing the profit for all simulations, S, by allocating N blocks over T production
periods. The value of the objective function will be lower if the schedule deviates from
the specified production target. The proposed model objective is presented in Equation (1).
The objective must satisfy several constraint functions to meet the suggested model’s goal.
Constraint functions such as reserve constraints, slope constraints, mining constraints,
processing constraints, and metal processing constraints are presented in Equations (2)–(6).
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max
1
s
{∑S

s=1 ∑T
t=1 ∑N

i=1 citsxit −∑S
s=1 ∑T

t=1

(
vo−

t do−
ts + vo+

t do+
ts + vm−

t dm−
ts + vm+

t dm+
ts

)
} (1)

Subject to:

∑T
t=1 xit ≤ 1 i = 1, . . . , N (2)

xit −∑t
τ=1 xpτ ≤ 0 p ∈ Pi, t = 1, . . . , T (3)

∑N
i=1 wixit ≤Wupper t = 1, . . . , T

∑N
i=1 wixit ≥Wlower t = 1, . . . , T

(4)

∑N
i=1 oiswixit − do+

ts ≤ Oupper s = 1, . . . , S , t = 1, . . . , T

∑N
i=1 oiswixit + do−

ts ≥ Olower s = 1, . . . , S, t = 1, . . . , T
(5)

∑N
i=1 oismisxit − dm+

ts ≤ Mupper s = 1, . . . , S, t = 1, . . . , T

∑N
i=1 oismisxit + dm−

ts ≥ Mlower s = 1, . . . , S, t = 1, . . . , T
(6)

where
cits = Economic value of block i from simulation s for time t;
xi = Mining block of an open-pit mine, where xi ∈ X and X is the set of all blocks

in a deposit;
d = Discounted rate;
N = The total number of blocks considered for scheduling;
i = Block index, i = 1, . . . , N;
T = The number of periods over which blocks are being scheduled;
t = period index, t = 1, . . . , T;
Pi = The set of predecessors of block i; i.e., blocks that should be removed before i can

be mined. Note that if block p is a predecessor of block i, then i is called a successor of p;
si = The set of successors of block i;
wi = The weight of block i;

ois =

{
1 if block i is ore block in simulation s
0 otherwise

mi = The amount of metal in block i;
S = The number of scenarios used to model geology uncertainties;
s = Scenario index, s = 1, . . . , S;
Wupper = The maximum amount of material at period t;
Wlower = The minimum amount of material at period t;
Olower = Minimum ore required to feed the processing plant during period t;
Oupper = Maximum ore processed in the plant during period t;
vo−

t = vo−

(1+d2)
t = Unit shortage cost that can be associated with failure to meet Ot

during period t (vo− is the undiscounted unit shortage cost, and d2 represents the risk
discount rate);

vo+
t = vo+

(1+d2)
t = Unit surplus cost incurred if the total weight of the ore blocks mined

during period t exceeds Ot;
Mlower = Minimum amount of metal that should be produced during period t;
Mupper = Maximum amount of metal that can be sold during period t;
vm−

t = vm−

(1+d2)
t = Unit shortage cost associated with failure to meet Mt during period t;

vm+
t = vm+

(1+d2)
t = Unit surplus cost incurred if the metal production during period t

exceeds Mt;
do−

ts = Shortage of ore at a discounted rate during period t in simulation s;
do+

ts = Surplus of ore at a discounted rate during period t in simulation s;
dm−

ts = Shortage of metal for selling at a discounted rate during period t in simulation s;
dm+

ts = Surplus of metal for selling at a discounted rate during period t in simulation s.
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3.5. Solving Stochastic Graph Closure Problem for Pit Optimization

It must be noted that the target function of Equation (1) with the constraints of
Equation (2) only provides the ultimate pit. A parametric graph is suggested in this
research to meet the limitations of Equations (3)–(6). The network flow algorithm will be
used to solve a parametric open-pit graph problem with the maximum flow or minimum
cut. The maximum cut algorithm’s purpose is to cut the arcs with the smallest capacity.

The proposed stochastic graph algorithm’s parametric formulation is as follows:

Φ(λ) = max
1
s ∑S

s ∑N
i=1 di,sxi (7)

where
di,s = λ ∗ ci,s if ci,s > 0; di,s = ci,s otherwise

xi − xp ≤ 0 i = 1 , . . . , N, p ∈ Pi

xi = 0 or 1 i = 1, . . . , N, t = 1
(8)

The algorithm begins with a small λ value and updates it at each iteration.

3.6. Repair Algorithm to Generate a Feasible Solution

It is understood that the different λ values can generate different-sized pits; but there
is no guarantee that the generated pit will respect the set of constraints that have dropped
(Equations (3)–(6)). Without respecting this set of constraints, it is not possible to generate a
feasible schedule for the production period. To generate a feasible schedule, the following
steps will be followed:

Step 1: The problem formulated in Equations (7) and (8) will be solved with a small
λ value, and the value of λ will be updated at each iteration until all lower limit constraints
(Equations (4)–(6)) are violated for all simulations, S. Assign the solution of this step as
Φ(λk), where k is the number of iterations.

Step 2: The problem formulated in Equations (7) and (8) will be solved with λ = λk
value, and the value of λ will be updated at each iteration until all upper limit constraints
(Equations (4)–(6)) are violated for all simulations, S. Assign the solution of this step as
Φ(λm), where m is the number of iterations and m > k. A set of blocks, j, will be identified,
such that j ∈ Φ(λm) and j /∈ Φ(λk).

Step 3: The stochastic model will be formulated using these sets of j blocks incorporat-
ing the (Equations (4)–(6)) constraints. The updated stochastic model formulation can be
presented as:

max ∑N1
j=1 ∑S

s=1 cj,sxj (9)

Subject to:
xj ∈ {0, 1}, j ∈ N1 (10)

xj − xp ≤ 0 j = 1, . . . , N1, p ∈ Pj (11)

∑N1
j=1 wjxj ≤Wupper −W1

∑N1
j=1 wjxj ≥Wlower −W1

(12)

∑N1
j=1 ojswjxj − do+

s ≤ Oupper −O1s , s = 1, . . . , S

∑N1
j=1 ojswjxj + do−

s ≥ Olower −O1s , s = 1, . . . , S
(13)

∑N1
j=1 ojsmjsxj − dm+

s ≤ Mupper −M1s , s = 1, . . . , S

∑N1
j=1 ojsmjsxj + dm−

s ≥ Mlower −M1s , s = 1, . . . , S
(14)

where
N1 is the number of blocks belonging to solution Φ(λm) but does not belong to Φ(λk);
N1 ≤ N, the computational time of SIP will be very less;
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W1 = Total weight of material in solution Φ(λk);
O1s = Total amount of ore at simulation s in solution Φ(λk);
M1s = Total amount of metal at simulation s in solution Φ(λk).
The minimum-cut technique will be applied to solve the following formulation, and

the minimum-cut solution will be combined with Φ(λk) to generate a feasible solution. The
proposed pseudo-code is used to achieve the goal of the proposed model.

Pseudo-code steps:
Step 1: Formulation of stochastic mine production scheduling of mining blocks, xi, xi ∈ X.
Step 2: Generate a graph problem (Φt) from a set time, t.
Step 3: Solve the graph closure problem using a minimum-cut algorithm.
Step 4: Choose parameter λ so that Φ(λk) violates all lower-bound constraints and Φ(λm)

violates all upper-bound constraints; determine set j such that j ∈ Φ(λm) and j /∈ Φ(λk).
Step 5: Solve the stochastic problem for the set j by the minimum-cut algorithm.

(Solution = Φ(λm)).
Step 6: Add Φ(λk) with Φλ = (Φ(λm ∪ λk) this is the solution of Φt.
Step 7: Eliminate xi, xi ∈ Φt from set X; new set X =

{
xj, xj /∈ Φt

}
; t = t + 1.

Step 8: If t ≤ T, go to step 2 and repeat the process to find a new small pit.
Step 9: If t ≥ T stop the process.

4. Results

The process for the uncertainty-based ultimate pit limit and pushback design is demon-
strated in this section using a case study. The suggested method for pushback design and
final pit limit has been applied to a copper deposit. The deposit is situated in a greenstone
belt that dates back to the Archean period. The region is primarily composed of mafic lavas,
with minor amounts of moderate to felsic volcaniclastics. The geological dataset includes
185 drill holes with 10 m downhole composites in a 50 m × 50 m pseudo-regular grid,
spanning a roughly rectangular region of 1600 × 900 m2. A geostatistical analysis is used
to define and model one mineralized domain using the geological information available.
The simulation orebody model of the case study mine was generated using the direct
block simulation technique [28]. The variogram analysis was used to determine the data’s
spatial correlation. The deposit’s directional experimental variograms were determined
in four different directions, with a spread of 22.5◦, namely 0◦, 45◦, 90◦, and 135◦. The lag
spacing for calculating the variograms along the strike for sulphides and oxides was 24 m
and 32 m, respectively. Variograms along the downhole direction (−90◦ dip) were also
calculated. All variograms were fitted with spherical variogram models. Except for the
sulfide east along the downhole (dip −90◦), all variograms were fitted by a single structure
using a nugget model for copper. The deposit’s block model was estimated using the
ordinary block kriging estimation technique. Due to the size of the selective mining unit
(SMU), the projected block size is 20 m × 20 m × 10 m. For this investigation, simulated
models were created. Within the moralized zone, there are 9953 blocks with dimensions of
20 m × 20 m × 10 m. Equation (15) is used to calculate the block economic values of each
block, which are then used to determine the ultimate pit limit and pushback design.

BEV =

{
Net revenue−MP− PP, if Net revenuei > PP

−MPi , otherwise
(15)

where
Net revenue = T × G× REC× (Price− Selling Price);

MP= mining price, PP = processing price, Ti = tonnage, Gi = grade, REC = recovery

The economic parameters from Table 1 were utilized to determine the block’s economic value.

537



Mathematics 2022, 10, 4803 13 of 20

Table 1. Economic parameters.

Parameters/Unit Values

Copper price (US$/lb) 2.0
Selling price (US$/lb) 0.3

Mining price ($/tonne) 1.0
Processing price ($/tonne) 9.0

Recovery (%) 0.9

4.1. Ultimate Pit Generation

The directed graphs are created utilizing the block economic value of simulated
orebody models to construct the ultimate pit. In this article, the block economic value is
estimated as an undiscounted value. The simulation takes place in the mineralized zone;
some waste blocks are added to the non-mineralized zone to establish a smooth topography
and create a standard 3D orebody model. A directed graph is constructed, as mentioned
in Section 3.2, with ore blocks linked to the source node and waste blocks linked to the
sink node. To preserve slope restrictions, an infinite capacity arc is made for underlying
blocks to overlying blocks. Since the study mine has a 45◦ slope angle, infinite capacity arcs
are carried from an underlying block to nine overlying neighbor blocks. The infinite arc
capacities are maintained by selecting a high positive number. The push re-label maximum
flow algorithm is used to create the ultimate pit after the graph has been created. Two
sections of the final pit created using the suggested method are shown in Figure 6.

Pushback Design and Mine Production Scheduling

The parameterization of the minimum-cut algorithm was carried out to produce
a sequence of nested pits. The economic worth of the ore blocks was scaled using the
parameter λ, as explained in Section 3.3, to produce eight pushbacks. To reduce the distance
between pushbacks, the number of pushbacks in this study was determined through
trial and error. Eight pushbacks were found to decrease the distance between them. The
pushback sequences for the mine under study are shown in two sections in Figure 6.

It is necessary to evaluate the per-year mine production schedule to determine the
discounted cash flows and total net present value for the case study. Production scheduling
was carried out using the technical parameters listed in Table 1. Twenty simulated orebody
models were used to create a model of the deposit, and from this model, the total ore
quantity and ultimate pit limit were estimated to set the yearly production plan. The mine’s
life is estimated to be 8 years. As a result, the production goal was set by planning the
model for 8 years. The considered cut-off grade for copper is 0.3%. To fulfill the production
goals, bench-wise scheduling was used (i.e., extract the first bench of the first pushback,
then the second bench of the first pushback, and so on, until the first pushback is extracted,
and then repeat for the following pushback). Figure 7 displays the sections for an 8-year
scheduling scenario. Figures 8–12 show the calculated (minimum, maximum, and average)
mining capacity, ore production capacity, cumulative metal quantities, and comparison of
the proposed model cumulative undiscounted cash flow with the deterministic model.
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Figure 6. (a) Section view of the ultimate pit for 5 periods. (b) Top view of ultimate pit for 8 periods.
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Figure 7. Production schedule of the deposit mine.

Figure 8. Mining capacity for production schedule.
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Figure 9. Ore production capacity of the production schedule.

Figure 10. Metal production capacity of case study deposit.
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Figure 11. Undiscounted cumulative cash flow of case study deposit.

Figure 12. Comparison of undiscounted cumulative cash flow with a deterministic model.

5. Conclusions and Future Scope

To jointly integrate various orebody models, the minimum-cut graph approach was em-
ployed in this research together with the uncertainty-based ultimate pit limit and pushback
design. The recommended method shows that it is quite simple to develop a minimum-
cut network flow model that incorporates uncertainty and can handle uncertainty in the
economic value of the mining blocks being scheduled. The example given here is based
on block values that are uncertain because of the metal content, but the same method can
be easily applied to account for demand uncertainties (commodity cost, exchange rate), as
well as uncertainties in mining price, processing price, metal recovery, or any other input
used to determine the block economic value. The key benefit of the suggested technique is
that it is computationally very quick, making it possible to consistently incorporate many
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uncertainties in the optimization process. On a copper deposit with low variability, the sug-
gested approach was successfully tested. The most significant conclusion was that, similar
to other stochastic mine planning methods, the difference in net present value generated
was 10% higher than with the equivalent deterministic (traditional) approach. We will run
more field testing to examine the network flow approach’s potential in uncertain situations.
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ABSTRACT 

In recent past, artificial neural networks (ANN) have reaped improvements in the domain of medical image 
processing by addressing many unmanageable problems. The initialized hyperparameters control ANN 
performance and selecting sensible hyperparameters by hand is time-consuming and tiresome. This study 
suggests a metaheuristic optimization of the fine-tuning hyperparameters approach to remedy this flaw. The 
method is then evaluated on mammography images to assess whether the mammogram contains cancer. In 
the proposed ANN model, a modified Artificial bee colony (ABC) optimization method is used to fine tune 
the hyperparameters, and it categorizes the tumors in the breast as benign or malignant in two-class case and 
normal, benign, and malignant in three-class case with an accuracy of 97.52% and 96.58% respectively. 
Hyperparameters to the neural network framework were assigned instantly with the help of ABC method 
with wrapped ANN as objective function. Manual search, Grid Search, Random Grid search, Bayes search 
are all cutting edge ANN hyperparameters methods. In addition to the mentioned, nature-inspired 
optimization methods such as PSO and GA have adopted for fine tuning parameters. Additionally, the 
suggested model's performance in classifying breast pictures was compared to that of the published 
hyperparameter technique using sizable datasets on breast cancer that were made accessible to the public. 

Keywords: Artificial Neural Networks, Hyperparameters, Artificial bee colony, Mammogram images, Grid 
Search. 

1. INTRODUCTION  

Out of two women newly breast cancer diagnosed 
one woman dies in India. Breast cancer ratio is 
14% of all women cancers in India and in it is the 
topmost cancer in case of new cases registered in 
2020 with 178361(26.3%) cases in women in 
India [25]. Overall, out of twenty-nine women 
one woman likely to detect with Breast cancer in 
her lifetime. Furthermore, it the second most 
common cancer in the world next to lung cancer, 
irrespective of gender [1]. Studies are proved that 
early breast cancer detection could cut the rate of 
death drastically, reduces the radiologist effort to 
treatment and disease morbidity [2]. For the 
Radiologist, early state breast cancer detection is 
a tiresome job as they must deal with huge number 
of digital mammogram images, which inclined to 
develop an automated and simplified early-stage 
cancer detection method. Medical diagnosis 
system could have been inculcated with the 

intelligent based systems like neural networks 
models [24]. Traditional decision-making 
methods are outperformed by the artificial 
intelligence-based ANN models. In this regard, 
many swarm based nature-inspired optimization 
algorithms (NIOA) like ABC, PSO (particle 
swarm optimization) and GA (Genetics 
Algorithm), etc. are adopted in finding the 
optimized solutions to real-time medical 
diagnosis problems [3]. This research proposed an 
automated hyperparameter fine tuning ANN 
model by adopting ABC as its tuning method 
instead of traditional methods like Grid Search.  

1.1 Artificial Neural Networks 

 Biological neurons in human brain and their 
relationships inspire the development of basic 
ANN model. ANN metrics like performance 
accuracy and efficiency builds upon its structural 
parameters like number of neurons in input and 
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output layers, count of hidden layers, activation  
function and weighted values. Generally, 
multilayer ANN have one input, one output and at 
least one hidden layer [4].  Figure one depicts the 
basic structure of ANN. 

 

Figure 1: ANN Basic Structure [4]. 

1.1.1 ANN parameters vs hyperparameters  

Decision making has huge involvement of 
Machine Learning (ML) models. In real time 
problems, the professionals working around with 
various algorithms depends upon the problem and 
the selected model. However, professional can 
increase the accuracy and performance of the ML 
model using hyperparameters. ML models are 

associated with both hyperparameters and 
parameters and both are intended for 
distinguished tasks. ML model estimates the 
parameters based on the input data history for 
result prediction. One cannot hardcode or set the 
parameters like independent variables coefficient, 
logistic regression, and linear regression to a ML 
model. Whereas professionals can specify some 
variables to the ML model manually those are 
called hyperparameters. Hyperparameters helps 
in evaluating the best optimal parameters to the 
model and these are decided by the one who 
builds model. Random forest algorithm 
max_depth, KNN classifiers k value, number of 
neurons in NN layers, etc. are some 
hyperparameter examples [26]. Table 1 shows the 
optimal range of ANN hyperparameters [5].  

1.1.2 hyper parameter methods  

Optimization of hyper parameter is achieved with 
various optimization methods. This section listed 
most popular four parameter optimization 
methods. 1. Manual search 2. Grid search [GS] 3. 
randomized search [RS]  4. Bayes Search [BS].

Table 1: ANN Model Hyperparameters and Their Ranges [5]. 

S.No Hyperparameter Description Range 
1 No. of Hidden Layers 

 
between the input and output layers, 
the number of inner layers 

1 to 3 

2 Number of hidden nodes in the hidden layer, the number of 
neurons 

1 to 10 

3 Number of training 
cycles  

No. of the training iterations 10 to1000 

4 Learning Rate Weight variation updated during 
learning 

0.0001 to 0.1 

5 Learning algorithm The learning process is carried out 
via an optimization algorithm in a 
neural network. 

RMDprop, SDG, Adam, 

6 Adam, SDG, RMDprop activation function of Neurons Linear, Tangent 
7 Learning rate decay The decay of learning rate across 

learning iterations' rate function 
linear ,Exponential 

8 Error function the process through which a neural 
network's training function is 
reduced 

mean square error, Log 
loss 

9 Epoch limit Maximum number of iterations for 
learning 

Maximum number of  
learning iterations 

10 Mini batch size Group size submitted to model 
during training 

10, 20, 30 

11 Patience a delay to the trigger in terms of how 
many epochs we'd prefer to go 
without improvement. 

2, 5, 10 

output 
weights 

weights 
inputs Hidden Nodes Activation 

function 

∑ 
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In Manual Search, the professional’s expertise or 
intuition determines the required hyperparameters 
values for NN, but one who can set parameters has 
excellent grasp on learning data and NN structure. 
However, several trial-and-error 
experimentations leads to setting wise 
hyperparameters of the model. GS identifies the 
suitable and well performed hyperparameters by 
combining parameters and using many values for 
hyperparameters while calculation. GS needs 
minimal or less background knowledge, easy to 
apply and straightforward method. In GS, Lower 
and Upper limits of all hyperparameters are used 
to explore the potential and possible 
hyperparameter combinations and identify the 
best parameter set of models. As a result, GS 
creates a value space of hyperparameter in the 
predefined step.  GS is recognized as a broad 
space as it executes all possible and potential 
combinations. Thus, GS is more time complex 
method and cost of computation is high. 
Moreover, GS gives different performances to the 
same set of parameters, when applied in ANN, 
Convolutional NN and Recurrent NN [5]. RS is 
same as GS method, whereas in RS 
comprehensive enumeration of parameters 
combinations are replaced by random selection of 
hyperparameters. RS with less cost, explores the 
more search space compared to GS. Major 
advantage of RS is independent evolutions are 
parallelized with ease and allocated resources 
effectively [6]. Furthermore, global optimization 
method BS is used erroneous black box functions. 
Bayesian optimization creates a mapping 
function’s probabilistic model to map the 
validation set assessment objective to 
hyperparameter values.  Figure 2a depicts that GS 
applying varying values of two hyperparameters. 
For the sum of hundred feasible combinations, 
every hyperparameter is compared and checked 
with 10 definite values. Blue and Red outlines 
denote the regions with robust outcomes and 
places with low results respectively. Figure 2b 
depicts that RS considered the hundred different 
options to do a random searching across the 
values of possible combinations for two 
hyperparameters. When compared to GS, RS 
examined a greater number of each 
hyperparameter values separately. Figure 2c 
illustrate that BS examine all hyperparameters 

alternate options by identifying next combination 
to be examined using past discoveries [7].  

 

Figure 2: A. Grid Based Search B. Random 
Search C. Bayesian Search [7]. 

1.2 Nature Inspired Hyperparameter tuning 
1.2.1 Genetics Algorithm 

GA is evaluation theory-based metaheuristic 
algorithm. Every generation generates worse and 
superior individuals by inheriting traits from 
parents. In the long run, superior will persist and 
worse will gradually perish. After several 
generations, the best adaptable item will be the 
potential global optimum. Which means the entity 
with capable to adapt to surroundings and 
excellent survival capacity are likely to get over 
through the traits and live on. Figure 3 depicts the 
genetic algorithms template in four step 
methodology [11]. 
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Figure 3: Genetics Algorithm Template [11]. 

1.2.2 Particle swarm optimization 

PSO is initialized with a random solutions 
population, which is similar to GA. Whereas, PSO 
differs from GA algorithm in the system every 
possible solution is assigned with a randomly 
generated velocity and later these particles or 
potential solutions are flown in hyperspace. In 
PSO three best values called best, pbest and gbest 
are keep tracked. best solution is the coordinates 
in hyperspace achieved thus far are keep tracked 
by every particle.  pbest is the fitness value of best 
solution. gbest is the location of best value 
obtained by any particle so far in the population 
[8]. The process of PSO is described as follows, 
in each iteration particle update its accelerating 
velocity towards its global version gbest and 
pbest.  Acceleration is updated by a separately 
generated random number and a random term 
toward gbest and pbest.  

This research main contributions could well be 
summarised as follows: 

 This research proposes integration of ANN 
with NIOA Hyperparameter Methods 

 Proposed method is employed to 
Mammograms Classification using ABC 
based ANN. 

 The mammogram classification results are 
compared and tested with other state-of-art 
methods in 2-class and 3-class ways. 

 

Artificial Bee Colony optimization 

ABC is bio-inspired meta-heuristic optimization 
method, firstly materialized by Karaboga in 
2005[13]. ABC mimic the foraging behavior of 
hive honeybees. Because of its low control 
parameter, simplest design model and good 
robustness takes over the other NIOA 
optimization algorithms among the young 
researchers. The process of basic ABC is 
described with foraging behavior, food sources, 
employee, onlooker, and scout bees [12]. ABC 
algorithm is divided into mainly four different 
phases. 1. Initialization Phase: scout bee specifies 
the population of food sources and control 
parameters. 2. Employee Bee: after finding a 
potential solution it searches for the nearby areas 
by comparing the fitness value of food source 
(Equation 1). 3. Onlooker Bee: employee and 
onlooker bees exchange the information about 
food sources in the dancing area of hive (Equation 
2) 4. Scout bee: trial or limit exhausted food 
sources are abandoned by the scout bee using 
upper and lower bounds (Equation 3). Nectar 
amount and position of food source calculate the 
fitness value [3].  

𝑋௡௘௪ 
௝

= 𝑋௝ + ∅(𝑋௝ − 𝑋௉
௝
)                                   (1) 

Where ‘j’ is food source randomly selected, ∅ is a 
value between (-1, 1) generated randomly, and p 
partner food source selected randomly [12]. 

𝑃𝑟𝑜𝑏௜ = 0.9 ∗
ி௜௧೔

∑ ி௜௧ ೙
భ

+ 0.1                                  (2) 

Where ‘Fiti‘ specific solution’s objective function 
value. Xk randomly generated new solution [12]. 

Xk= lb+(ub-lb)*r                   (3) 

2. RECENT RESEARCH  

Roseline et all [2022], proposed a medical 
diagnostic system by employing the NIOA 
method called PSO to fine tune the 
hyperparameters of ANN and CNN. The WDBC 
(Wisconsin Diagnostic Breast Cancer) data set 
was tested with the proposed methodology and 
achieved the classification accuracy of 99.2% and 
98.5% for ANN and CNN respectively [5]. 
Vishnu et al [2022], explores how can an ANN 
model predict the shear walls failure models using 
hyperparameter optimization and achieved 

Step 3: Fitness Function for choosing 
the next generation parents. 

(Survival) 

Step 1: Binary Vectors Population 

Step 2: Choose 2 random parent 
vectors and perform “crossover” and 

“Mutation” (Mating) 

Step 4: Repeat step 2 and 3 until 
stable population or laps of iterations 
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comparatively good results. This study practiced 
the fine tuning of ANN hyperparameters using 
GS, RS, BS, HyperBandCV, PSO and GA 
methods [6]. Zhiqiang Guo et al[2022], aims at 
Multi-layer Perceptron (MLP) NN 
hyperparameter tuning to classify the samples of 
breast cancer. This proposed ensemble learning 
algorithm is intended to improve the NN 
performance by combining the traditional 
parameter optimization methods with the NIOA 
algorithms like GA, PSO and ODMA. In this 
study, comparison of different algorithms is made 
on three breast cancer datasets to achieve 98.79% 
of accuracy [14]. Warut Pannakkong et all [2022], 
used response surface methodology (RSM) as 
hyperparameter methos instead of most used GS 
method. This study applied RSM in fine tuning of 
three ML algorithms: ANN, deep belief network 
(DBN) and SVM. Proposed approach RSM for 
ANN, DBN and SVM outperform the GS for 
ANN, DBN and SVM in prediction accuracy, 
number or runs and settings of hyperparameter 
with large margin [15]. Punitha et al [2021], 
proposed a hybrid method for hyperparameter 
tuning by employing ABC and Whale 
Optimization (WHO). ABC phases are inculcated 
by inheriting the attacking behaviour of whale. 
WDBC, MIAS etc. are used to test the proposed 
method and got the 99.2% of accuracy using 
hybrid method [16]. Punitha S et al [2021], 
proposed IAIS-ABC-CDS (integrated Artificial 
immune system and-ABC-Cancer Diagnosis) 
method for ANN parameter optimization and 
feature selection. This method improves the local 
search process by taking the simulated annealing 
(SA) method advantages. WDBC data set was 
taken for testing the proposed methodology and it 
is reported that 99.11% and 99.34% mean 
classification in ANN [17]. siti Fairuz mat radzi et 
al [2021], developed a Automated ML (AutoML) 
method as an pipeline optimization technique for 
identifying ML models with excellent 
performance and simple pipelines for breast 
cancer diagnosis. Moreover, the presented 
method exceeded the GS performance in 
optimization process. The proposed classifier 
results the good outcome compared to other 
reported models with only couple of 
preprocessors and with 0.83 precision values [18]. 
Gamz Erdogan Erten et al [2020], developed a GS 
based ANN hyperparameter method. This method 

performance is compared with KNN (k-nearest 
nighbour), Naïve Bayes (NB), Support vector 
Machine (SVM) and decision tree (DT). It 
produced good accuracy values as 73.95%, 
76.74%, 77.21%, 81.86%, 91.63% with the GS 
based KNN, NB, DT, SVM and ANN methods 
respectively [19]. Fernando Itano et all [2018], 
developed an optimization search method for 
MLP method using GA. It examines the 
classification performance with hyperparameter 
correlation by allowing the less search space. It 
added hyperparameter for the initialization and 
regularization of weights simultaneously with 
learning of Hyperparameter and MLP topology 
[20]. P. Shanmugapriya et al [2017], presented a 
novel Swarm Intelligence based hybrid method 
called ABC-AC (ant colony) for feature selection 
for the image classification. This study takes the 
advantages of both ABC and AC optimization 
algorithm to achieve the better results. Proposed 
method is applied on different decease datasets 
[21]. Fadzil Ahmad et al [2012], proposed an 
automated BC diagnosis method using GA for 
ANN feature selection and optimization of 
hyperparameters. This method is developed in 
three variations like GA_ANN_RP (resilient 
Back-propogation(BP), GAANN_LM 
(Levengerg Marquardt) and GAANN_GD 
(gradient descent) for ANN parameter and weight 
optimization. Interestingly, GAANN_RP is tops 
among the three proposed methods with the 99.24 
% of average and 98.29% of classification 
correctness [22].  

3. PROPOSED ANN-ABC 
METHODOLOGY  

 
3.1 Problem statement 

According to several researchers, adjusting the 
ANN parameters can increase model accuracy 
while lowering time complexity. The relevant 
investigation that was mentioned in the preceding 
section concluded that the best strategy for 
parameter tweaking was still needed. The primary 
goal of this study is to use NIOA's ABC method 
to fine-tune the ANN model's hyperparameters. 
The population space, search area, duration, and 
spatial complexity of traditional optimization 
methods each have their own pros and downsides. 
This paper addresses the some of the  
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Figure 4: Proposed Methodology. 

mentioned problems like time and search space 
complexity with reduced search space, 
exploration, and exploitation by adopting the 
NIOA ABC algorithm. 

3.2 Overall design 

Figure 4 illustrates the flow diagram of the 
proposed ANN-ABC model for hyperparameter 
tuning. The proposed method has primarily three 
steps: 1. Parameter initialization and population 
creation 2. Apply ABC parameterization to ANN 
model 3.  Assess the accuracy and complexity of 
the best solution set obtained in the previous step. 
Firstly, ANN hyperparameters like the number of 
hidden layers, number of neurons in each layer, 
learning rate, activation functions, etc. are to be 
initialized with the most popular optimal set 
derived from the earlier research. After that 
dictionary of specified parameters is arranged as 
a dictionary, it is sent as a population space to the 
ABC phase. Second, in this step, a number of 
employee bees is assigned to the number of 
inputs, and they start exploring nearby locations 
randomly and comparing the fitness values. Once 
the greedy solution is discovered, it applies that 
solution set to the wrapped ANN model (passed 
as an objective function to ANN) and determines 
the model's accuracy. Later, by comparing the 
fitness values of solutions, the OBP determines 
the probability of the best solution being returned 
by the EBP and performs greedy selection. In 
SBP, if any solution is considered to have more 
than the limit of occurrences, then it is replaced 
with the newly randomly selected solution. The 
above process is iterated till it reaches the 
specified number of iterations or stopping 
condition. Furthermore, the ABC phase returns 
the best solution set of hyperparameters to the 
ANN model. Finally, tuned hyperparameters are 
again applied to determine the accuracy and 
complexity of the model. 

4. RESULT AND DISCUSSIONS 
 

4.1 Dataset: Experimental setup  

Proposed classifier model performance is 
investigated by using an open source mini-MIAS 
(Mammogram Image Analysis Society) data set. 
The database involves a set of 322 mammogram 
digital images comprises 62 benign, 51 malignant 
and 209 normal mammograms [23]. Proposed 

Yes 

Hyperparameter initialization 

Create a Dictionary of parameters 
(population) 

ABC parameter initialization 

Employee Bee Phase (EBP) 

Select Random solution & partner 

ANN Model Evaluation  

Update Best Solution (Greedy) 

Onlooker Bee Phase 

(Best Probability solution &EBP) 

Scout Bee Phase (SBP) 

Replace Exhaustive solution with new 

ABC 
Stopping 
criteria 
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classifier is implemented in two ways, three-class 
case (normal, benign, and malignant) and two-
class case (normal and abnormal). In two class-
case, proposed classifier is applied on dataset to 
categorize mammogram into normal and 
abnormal. Whereas, in three-class set, classifier 
categorize the images into normal, benign, and 
malignant.  Out of 322 images, 70% mammogram 
are considered as training set and 30% as testing 
set and used k-fold cross-validation (CV). The 
input data is normalized by using scikit learn 
minimum-maximum scaler and the categorical 
variables are passed to ANN input layer after one 
hot encoding.   

The proposed model performance is evaluated by 
using the metrics like specificity(recall), F-Score, 
sensitivity, precision, and accuracy. These metrics 
are calculated from: 

Specificity = TN / (FP + TN) 

Sensitivity (Recall) = TP / (FN+TP) 

Accuracy=(TP+TN)/(FP+FN+TP+TN)  

Precision =TP/(TP+FP) 

FScore=(2*Precision*Recall)/(Precision+Recall) 

4.2 ANN-ABC Hyperparameter setup 

ANN model is wrapped as a single function and 
passed the set of hypermeters as parameter to the 
wrapped function. Further, the dictionary of 
hyperparameter is prepared with different 
parameters, such as the hidden layers count, every 
hidden layer’s neuron count, activation functions, 
learning rate, dropout size, epochs (as ABC 
termination), and batch size. In this practice, 
ADAM algorithm, binary_crossentropy used as 
optimizer and loss functions while compiling 
ANN model.  The created Dictionary grid space is 
considered as the ABC population and size of 
bees is depending on the count of 
hyperparameters used. Same parameter set is 
applied to all hyperparameters methods like GS, 
RS, BS, PSO, GA and proposed ANNABC 
models in two ways like two-class case and three 
class case. The performance of all mentioned 
models is compared and illustrated as confusion 
matrix and its metrics. Table 2 show the set of 
hyperparameters used for the experiments. 

Table 2: Hyperparameter Dictionary 

Parameter Count Range 
Hidden Layers 1,2,3 [20], [40,20],[40,30,15] 
Activation 
Function 

2 Sigmoid, relu 
 

Batch Size 2 64,128,256 
Epochs 3 30,50,100 
Dropout 2 0.3,0.1 
Learning Rate 2 0.1,0.01 

Proposed model trained with the possible 
combinations of listed hyperparameters. For 
example, the number of hidden layers to an ANN 
could be assigned in three ways like one layer 
with 20 neurons, two layers with 40 and 20 
neurons respectively and three layers with 40, 30 
and 15 layers respectively. The proposed model 
resulted best Hyperparameter set with least 
number of epochs compared to other methos. Best 
result is {activation:’relu’, ‘batch_size’: 64, 
‘epochs’ : 30 , ‘dropout’ : 0.3, ‘learning_rate’: 
0.01, ‘layers’:[45,30,15]} with accuracy of 
97.52% and 96.58% for two-class and three-class 
case respectively. Table 3 and Figure 7 shows the 
performance metrics of the two-case proposed 
model. Table 4 and Figure 8 demonstrate the 
comparison accuracy of all reported methods in 
two-class and three-class models. Figure 5 and 
Figure 6 illustrate the performance of two-class 
classifier and three-class classifier in confusion 
matrix respectively.  

Table 3: Two-Case Performance Metrics 

Method Precisio
n Sensitivity Specificity F_Score 

GS 94.74 96.12 90.52 95.42 
RS 93.3 97.99 88.62 95.59 
BS 95.69 98.04 92.37 96.85 
PSO[6] 96.65 98.54 94.02 97.58 
GA[22] 94.74 98.51 90.91 96.59 
ANNA
BC 97.13 99.02 94.87 98.07 

 

Table 4: Accuracy Comparison Of Two-Class And 
Three-Class Model. 

Method Two-Class Three-Class 
GS 94.1 92.55 
RS 94.41 92.86 
BS 95.96 93.48 
PSO [6] 96.89 95.03 
GA[22] 95.65 94.72 
ANNABC 97.52 96.58 
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Figure 5: Two-Class Classification Confusion Matrixes A)Gridsearchcv B)Randomizesearchcv                C) 
Bayesiansearchcv D)Paricleswarmoptimizationcv E)Genticalgorithmcv F)Artificialbeecolonycv 

 

 

Figure 6: Three-Class Classification Confusion Matrixes A)Gridsearchcv B)Randomizesearchcv                C) 
Bayesiansearchcv D)Paricleswarmoptimizationcv E)Genticalgorithmcv F)Artificialbeecolonycv 
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Figure 7: Performance Comparison All Methods 

 

Figure 8: Two-Class Case And Three-Class Analysis 

5. CONCLUSION AND FUTURE SCOPE 

This study investigated at the performance of the 
ABC hyperparameter adjusted ANN in detecting 
malignancy in mammography images in the two-
class and three-class models. The suggested 
technique produced good results: the accuracy of 
the two-class model was 97.52%, and the 
performance of the three-class model was 
96.58%. Based on the findings, the categorization 
of the MIAS dataset provided in this work has the 
potential to assist radiologists in identifying breast 
tumours. The performance measures 
demonstrated that the ANN-ABC model 
outperformed other competing classifiers in 
prediction. The proposed ANN-ABC model 
results are displayed in a confusion matrix, which 
allows categorization of mammograms into 
"Normal" or "Abnormal" in the case of two-class 
and "Normal" or "Benign" or "Malignant" in the 
event of three-class. 

In the future, we will reconnoiter ABC variants 
and hybrid models like ABC with other NIOA 
methods to fine tune the ANN hyperparameters. 

Finally, we will extend the ABC-based tuning 
process to other ML models like CNN and various 
breast cancer datasets. 
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Abstract: The Internet of Things makes it possible to have connected buildings, businesses, and intelligent homes by merging embedded 

technology, wireless sensor networks, control and automation technologies, and wearable gadgets. It is critical to regularly monitor the 

energy usage of the Internet of Things network since sensor nodes have limited power. In wireless sensor networks, the most significant 

obstacle is the exhaustion of available energy, and extending the network's lifetime can be accomplished by lowering the amount of 

energy that is spent. Energy aware routing protocol is highly important in IoT-based networks, although routing protocol that simply 

considers energy parameter has not performed successfully in managing excessive energy consumption. Energy aware routing protocol is 

very important in IoT-based network. The emergence of congestion in network nodes results in an increase in the amount of energy 

consumed and the loss of packets. Routing algorithms should strive for energy efficiency and load balancing across diverse nodes in 

order to lengthen the lifetime of a network. This will allow for more nodes to participate in the network. Clustering is one of the optimal 

techniques for efficient data aggregation among the sensor nodes. In a clustered setup, the Internet of Things (IoT) network is partitioned 

into a predetermined number of smaller networks. One of the most common and widely used clustering methods is LEACH, which 

stands for low-energy adaptive clustering hierarchy. It is unfortunate that it has some restrictions. In this study, we suggest the use of 

CAW-LEACH (CONGESTION AWARE - LEACH) as a means of enhancing energy efficiency, CH stability, and the capacity to 

aggregate data without experiencing congestion. The enhanced protocol that has been proposed takes into account both the depletion 

energy ratio (DE) and the expected remaining energy (PRE) of the nodes while selecting CH and generating random numbers. Its 

purpose is to ensure that the CH node that was just recently elected will not be given a second chance in this round. This technique 

establishes a correlation between the threshold that is utilised in conventional LEACH and each node's energy consumption ratio. The 

proposed congestion aware data aggregation scheme aggregates the data through traffic free paths by estimating the congestion indicator 

(CIN) & link error rate (LER), Residual Energy (RE) of the all-available routing paths. By comparing the suggested method to other 

energy-efficient data aggregation schemes, according to the findings of the experiments, the proposed technique increases the network's 

durability. 

 
Keywords: WSN, energy consumption, data aggregation, LEACH, link error rate, congestion indicator, clustering, CAW-LEACH. 

1. Introduction 

Many IoT applications also provide access to highly 

developed software and communication services, in 

addition to Internet connectivity. The Internet of Things 

(IoT) is a network of devices, appliances, and other items 

that were not previously connected to one another. There 

are many examples of where IoT has been put to use, 

including in projects that aim to boost computer and 

network efficiency [1]. Self-configuring wireless 

networks connect everything that can be connected in a 

wireless network. There is something in this network that 
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serves as a communication link. In their present form, 

these open lines provide a wide range of possible 

methods of contact. Radio-frequency identification chips 

are the backbone of the Internet of Things (RFID). A Wi-

Fi layer, which can be found at the internet's very core, is 

being used to build out the worldwide infrastructure for 

RFID tags. The network allows for the exchange of 

information between the various devices and computers 

that are linked to one another. These components are a 

part of a larger, more intricate system. Data is gathered 

from a variety of sensors to aid in taking temperature 

readings and other measurements in the immediate 

vicinity of the sensor. Data is transmitted to nearby 

sensors so it can be analysed and interpreted in 

accordance with the requirements of the currently active 

applications [2]. 

Many different routing techniques are implemented in 

order to cut down on the amount of data transfer and, as 

a result, the required amount of power [3]. When using a 

WSN, data are transmitted from the sensor node to the 
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base station, which is often situated in the geographic 

centre of the network. If the sensor node is placed a 

significant distance from the base station, then the data 

packet will need to travel a long distance, which will 

result in a higher amount of power consumption. In 

addition, the sensor that is placed near the base station, 

which is referred to as the bottle neck zone, is subject to 

significant traffic flow, which quickly depletes the 

energy stored in the node's battery. Therefore, the nodes 

in the bottleneck zone die off more quickly, which has an 

impact on the longevity of the network as well as its 

connectivity [4]. 

Routing protocols that simply take energy into 

consideration as one of their parameters are inefficient. 

Utilizing a wide variety of parameters not only helps 

reduce energy consumption but also makes routing 

protocol more effective [5]. When dealing with various 

applications, one must take into account a variety of 

aspects. Management of congestion is considered to be 

one of the most critical aspects. The network uses more 

energy when congestion sets in, which is a negative 

energy-cycle outcome [6]. Congestion can arise in 

networks for a variety of different reasons. A lack of 

available storage capacity in the nodes that make up the 

relay network is one of the primary causes. Congestion 

happens if a node receives more packets than it can 

handle, and when this happens, many of the received 

packets are lost. In wireless sensor networks, congestion 

developed for almost the same reasons as in wired sensor 

networks. Congestion can develop, for instance, when 

multiple nodes all at once make the decision to send 

packets via a common media [7]. 

The practise of clustering is one of the promising and 

effective strategies that can be used to improve energy 

efficiency [8]. The construction of clusters and the use of 

a variety of communication channels for the purpose of 

data transmission have been the approaches that have 

received the most attention. Figure 1 presents a 

schematic representation of the conventional clustered 

network topology. 

 

 

 
 

 

   Cluster Member   Cluster Head 

 

Fig 1: Clustered WSN network topology 

Cluster-based routing techniques, in comparison to non- 

clustering routing protocols, are able to make more 

effective use of the sensor nodes that are present in the 

network. One of the responsibilities of a cluster leader, 

also known as the cluster head (CH), is the elimination 

of correlated data, which can result in a reduction in the 

total volume of data [9]. After that, the CH will send the 

BS the accumulated data that it has just finished 

processing. Cluster-based routing protocols separate 

sensor nodes into a large number of clusters with the 

goal of reducing the amount of energy needed for long- 

distance communication. Due to the considerable 

difference in energy depletion between CHs and other 

nodes, clustering can help reduce the overall amount of 

energy that is consumed and maintain a workload that is 

equitable across all of the nodes. Therefore, clustering is 

a solution that is good for the environment and energy 

efficiency, as it extends the lifespan of networks and 

improves energy efficiency. In addition, the vast 

majority of clustering algorithms make use of optimal 

CH selection in order to forestall the untimely demise of 

the sensor nodes and further extend the network's 

lifetime [10]. 

Low Energy Adaptive Clustering Hierarchy Protocol 

According to [11], the LEACH protocol was the first 

clustering-based routing method to provide scalability 

and extend the life of a network. LEACH allows for a 

Data Sink 
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notable drop in worldwide energy consumption by 

continuously dispersing network load to all nodes in 

varied regions. In a typical setup, clusters are used to 

organise sensor nodes hierarchically, with one node 

serving as the CH for its cluster. As the group's central 

hub (CH), your task is to gather information from the 

other nodes in your cluster, organise it into reports, and 

send them off to the sink node. The LEACH algorithm 

selects a node as the CH if its probability, given by a 

random number between 0 and 1, is less than a certain 

threshold, denoted by the symbol TH(n) (Eq 1). In order 

to join a certain cluster, the remaining nodes pick the CH 

that requires the least amount of communication energy 

to reach. By doing so, they are able to join the rest of the 

cluster. CH's job include switching between all of the 

sensors to spread out the battery drain. 

𝑃 

support for multi-hop routing are two potential 

solutions to this problem. 

• The overhead that is involved, which is caused 

by fluctuations in CH, results in an inefficient 

use of energy. One solution to this issue is to 

cut down on the number of rounds that must be 

completed during the cluster rebuilding phase. 

• The likelihood of picking CHs does not take 

into account the energy that is still present in 

the nodes. As a result, nodes that have a low 

amount of energy left over may be picked as 

CHs, which results in a rapid loss of energy for 

these nodes and ultimately leads to the 

disconnection of the entire cluster. 

• The total number of CHs is subject to 

significant swings. This factor results in uneven 
cluster partitions, which in turn leads to an 

(  ) 1−𝑃 [(𝑟 𝑚𝑜𝑑 
1
)] , 𝑖𝑓 𝑛 ∈ 𝐺 increase in the overall amount of energy that is 

𝑇𝐻 𝑛 = { 𝑃 

0,  
𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒 

Eq (1)  

lost over the entire network. 

In the equation that was just shown, 𝑇𝐻(𝑛)stands for the 

threshold value of n nodes, and P is the abbreviation for 

the probability value. Every node in the network selects a 

random integer between 0 and 1, starting with 0. 

LEACH operates in iterative rounds, with the first phase 

of each round being the setup phase, which is in charge 

of clustering the nodes together [12]. After this, a steady- 

state phase occurs, during which data is sent to the sink 

node. In order to cut down on unnecessary overhead, the 

steady-state phase is significantly longer than the setup 

phase. Once a node has reached the conclusion that it 

will function as a CH during the setup phase, it will 

proceed to transmit an advertisement message. After 

receiving this message, every node that is not already 

part of a cluster will make the choice to become part of 

one of the CHs. Each participating node must participate 

in data transmission during the steady-state phase. The 

CH compiles data from all of the cluster nodes and 

transmits it to the final destination sink. Because of its 

decentralised nature, LEACH doesn't need any kind of 

control data from the sink. Furthermore, LEACH can 

function without any nodes being pre-aware of the global 

network. 

The LEACH protocol makes it possible to keep the 

network running for longer. On the other hand, there are 

significant flaws in the new LEACH-based protocols that 

need to be fixed before they can be considered truly 

effective. The following are a few of these issues, as well 

as the answers to them. 

• LEACH makes the assumption that all nodes 

are capable of communicating with the sink, 

which limits the scalability of the protocol. 

Incorporating multi-level clusters and providing 

In this paper, we present a unique improved congestion 

aware LEACH (CAW-LEACH), with the goal of 

overcoming the shortcomings of traditional approaches 

and further extending the lifetime of IoT based networks. 

Each node's depleted energy ratio is taken into account in 

conjunction with the threshold used in conventional 

LEACH. This ensures that the node that was previously 

elected CH will not have another chance to win in the 

current round. This paper proposes a hierarchical data 

aggregation scheme as a congestion aware data 

aggregation scheme to improve energy efficiency and 

prolong the lifespan of the network. By estimating the 

congestion indicator (CIN), link error rate (LER), and 

residual energy (RE) of all available routing paths, the 

proposed congestion aware data aggregation scheme is 

able to aggregate the data via traffic-free paths. 

Paper contributions 

• The threshold and random number generation 

are related to the depleted energy ratio (DE) of 

the sensor nodes in order to maintain an 

appropriate level of energy consumption and to 

lengthen the lifetime of the network. 

• The CHs who were chosen in the round before 

will not be chosen in the round after that since 

their DE is significantly higher in comparison to 

the nodes that are not CHs. It eliminates the 

possibility that the CHs node that was 

previously elected will get a second opportunity 

in following rounds. 

• The proposed energy efficient and congestion 

aware data aggregation determines the routing 

path for data aggregation with the lowest cost 

subjected to end to-end delay and congestion. 
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2. Literature Survey 

When designing WSNs, energy conservation is a critical 

factor to consider. The life of the battery is completely 

dependent on the longevity of the network. When trying 

to extend the lifetime of a WSN, one of the tactics that 

can be implemented is called clustering. 

A fresh approach to the problem of constructing for 

HWSN, an energy-efficient clustering technique has 

been developed proposed by Santhosh V. Purkar and 

colleagues [13]. Several parameters, such as residual 

energy, starting energy, and hot count, as well as the CH 

selection, are taken into account during the clustering 

process. Energy efficiency, lifetime, stability, and 

throughput of the HWSN protocol are improved when 

using the proposed method as compared to using SEP, 

DEEC, or LEACH. 

Hybrid unequal energy-efficient clustering and layered 

multi-hop routing was developed by Seyed Mostafa 

Bozorgi et al. [14] for use in WSNs. Based on the 

information about the neighbouring nodes in the 

clustering, a protocol method is defined, and layering is 

performed. Power consumption and network congestion 

are both reduced when unused control messages are 

purged. Based on simulation results, the newly 

developed HEEC technique is superior to the FHRP, 

LEACH-ERE, EADUC-II, and HUCL for achieving 

higher levels of stability. 

A method for an energy-efficient clustering approach 

that utilises an optimised version of the LEACH protocol 

for data collection and transmission was provided by 

Salil Bharany et al., [15]. The approach that has been 

presented for data transmission uses less energy than 

other methods already in use. When compared to the 

currently utilised LEACH protocols, the proposed 

solution yields superior performance outcomes in terms 

of the ratio of packets successfully delivered and the 

amount of energy saved. 

Sadia Firdous and colleagues [16] have presented a 

clustering-based routing strategy for optimising energy 

resources while taking load balancing into consideration 

as part of their research. The rotation of the cluster heads 

and the calculation of the distance have been handled, 

together with the energy utilisation at the sensor nodes. 

In comparison to the LEACH algorithm, the simulation's 

findings demonstrate that the suggested approach works 

offers significantly increased performance in terms of 

both the average amount of energy consumed and the 

lifetime of the network. 

The layered architecture and the method for balancing 

load between CHs have been presented by Salim El 

Khediri et al., [17] in order to facilitate the handling of 

data packets. When it comes to the routing of data 

packets across sensor nodes, the network is divided into 

sections of unequal sizes. The new protocol offers 

significantly enhanced functionality in terms of energy 

usage, network longevity, and dependability. 

In their presentation, Waz et al. [18] covered a wide 

range of Internet of Things (IoT) security products and 

approaches. When dealing with many IoT platforms, all 

of the components are combined into a single stack. This 

allows the integrity of the components to be maintained. 

This integration from one stage to another guarantees 

that there will be no break in the continuity of the 

security. With the assistance of middleware, complete 

data from the Internet of Things device may be tracked 

back user, and the user to the system. 

Israr Ahmed et al. [19] described the most significant 

implications that the Internet of Things has on our 

everyday lives. It is presumed to be the system that has 

widespread adoption in both the virtual and the real 

world. As a result, this article delves into all of the most 

pressing concerns regarding confidentiality and safety. 

According to the results that were obtained [20], this 

strategy is capable of handling the issues with energy 

efficiency as well as data delivery-related issues that 

arise inside heterogeneous systems. The results of the 

simulation reveal that the proposed method is improved 

and is superior to the existing ways. These findings are 

determined by the class's methods. Following the 

conclusion of each round, the energy consumption 

models are formed and subsequently decomposed into 

their respective gates. All in all, this extends the 

network's lifespan. 

Using an enhanced version of the LEACH protocol, 

Salem and Shudifat [21] looked at the power sensitivity 

involved in selecting normal nodes as cluster heads when 

they are closer to the BS.Because of the shortcomings of 

the LEACH methodology, this was done. The results of 

the simulations show that the power consumption can be 

decreased while simultaneously increasing the network 

lifetime and maximising the number of cycles. In 

comparison to the LEACH protocol, the proposed 

method both reduces energy consumption and increases 

network longevity. 

AnshuKumar Dwivedi and colleagues [22] have showed 

how to get over the bottlenecks that exist in WSNs by 

using balanced energy dissipation. Fuzzy inference 

algorithms are used in the clustering process and CH is 

chosen from those clusters have been studied by the 

authors. The findings of the experiments demonstrated 

that the recently proposed method known as EE-LEACH 

provides superior performance when compared to the 
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older procedures known as DFCR and SCHFTL. The summary of research deficiencies is presented in Table 1. 

Table 1: Summary of research gaps 
 

S No Year Methodology Techniques 

used 

Parameter improved Research gaps 

1 2018 Energy efficient 

Clustering protocol to 

enhance performance 

of Heterogeneous 

wireless  sensor 

network 

HWSN, 

EECP 

The node quality index, the 

length of the stability period, 

the number of living nodes in 

each cluster round, and the 

number of dead nodes in each 

cluster round 

The best CH role is not 

determined in an appropriate 

manner. The mobile sink 

technique was not utilized in the 

planned 

2 2019 Hybrid unequal 

energy efficient 

clustering 

HEEC Extended Network Lifespan, 

Lower Network Overhead, 

Greater Network Stability, 

Better Energy Balance 

For the purposes of routing, these 

nodes are not considered energy 

harvesting nodes. There is no 

assurance that the network will 

save energy or have a long 

lifespan. 

3 2021 Energy efficient 

LEACH 

LEACH-EE Lifespan, amount of energy left 

over, and packet success ratio 

It is necessary to enhance the life 

cycle of WSNs and reduce the 

amount of energy required for 

data transmission. 

4 2021 Distance Energy 

Evaluated approach 

DEE Lifespan of the network, 

percentage of successfully 

delivered packets, and number 

of active node 

This work is limited by how long 

it will last. We have measured 

how long the node will last 

because we don't have a lot of 

resources. 

5 2019 Enhanced LEACH LEACH, CH 

Selection, E- 

LEACH 

Energy usage at the cluster's 

head nodes and energy 

consumption across the network 

as a whole 

This approach does not include 

any energy-efficient relay 

selection options. The phase that 

deals with the transfer of data has 

a very high energy usage. 

6 2021 Fuzzy-LEACH CH selection, 

fuzzy based 

clustering 

Enhanced the network’s average 

amount of energy. The mount of 

throughput during the stable 

time. 

The greater the distance, the 

higher the energy levels. The data 

aggregation step has not been 

modified in accordance with the 

clusters. 
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3. System Model 

Energy usage model 

A sensor node's power consumption is a major factor in 

establishing the maximum level of performance that can 

be attained by the system. The network protocols that are 

put in place are constantly working to lower the amount 

of energy used by the system in an effort to prolong its 

lifespan. The energy consumption model is depicted in 

Figure 2. 
 

 
 

Fig 2: energy usage model in WSN 

Radio waves are used for inter-node communication, and 

an energy model is applied to calculate how much 

electricity will be expended during the transmission and 

reception of data. The energy model takes into account 

not only the free space channel but also the multi-path 

fading channel. The free space channel is used if the 

distance (𝑑)between the transmitter and receiver is less 

than a threshold value, called 𝑑0, and the multi-path 

fading channel is used otherwise. Simply plug your 

values into the following equation to find out how much 

energy the model predicts is needed to send a k-bit 

message over a 𝑑 -mile distance. 

𝑘𝐸𝑒𝑙𝑒𝑐 + 𝑘 ∈𝑓𝑠 𝑑2, 𝑑 ≤ 𝑑0 

Proposed system 

Proposed CAW-LEACH method 

Here we discuss the proposed approach for CH selection 

and how it stabilises random number generation are 

broken down and discussed in detail. In the method that 

has been proposed, the generation of random numbers is 

multiplied by the depleted energy (DE) and expected 

remaining energy (PRE) parameters of the network. This 

is done so that the algorithm is dependent on the energy 

that is contained within the nodes. 

The first step in the CH selection process used by the 

traditional LEACH algorithm is for the nodes to generate 
𝐸𝑇(𝑘, 𝑑) = { 

𝑒𝑙𝑒𝑐 + 𝑘 ∈ 
 

𝑚𝑝 𝑑4,   𝑑 ≥ 𝑑0 
random numbers. After that, the resulting random 

number is compared to a predetermined cutoff value. In 

where 𝑑0   represents a threshold, 𝐸𝑒𝑙𝑒𝑐    represents the 

amount of energy needed by an electronic circuit, 

∈𝑓𝑠represents the amount of energy needed by free 

space, and ∈𝑚𝑝 represents the amount of energy needed 

by a multi-path channel. The formula for calculating the 

amount of energy needed to receive 𝑘-bits of data is as 

follows: 

𝐸𝑅(𝑘) = 𝑘𝐸𝑒𝑙𝑒𝑐 

The amount of energy that is used by an electronic 

circuit, denoted by the symbol (𝐸𝑒𝑙𝑒𝑐 ), is determined by a 

number of different parameters. These factors include the 

digital coding, modulation, filtering, and spreading of the 

signal, among others. Both the distance between the 

transmitter and receiver as well as the bit error rate affect 

the amount of energy that is used by the amplifier 

whether operating in free space (∈𝑓𝑠∗ 𝑑2) or when 

operating in multi-path( ∈𝑚𝑝∗ 𝑑4). 

the event that the random value is lower than the 

threshold, the node will be elevated to CH for the 

duration of the round. If the random number is less than 

the cutoff, then this holds true. While there are 

advantages to using the LEACH method, it cannot 

guarantee the CH's current residual energy. Standard 

LEACH-based protocols choose the threshold 𝑇𝐻(𝑛) 

without regard to the nodes' energy levels, instead 

considering only whether or not the nodes will be 

selected as the CH. For this reason, CHs are selected at 

random, and if a node with lower energy is assigned as 

CH, it will soon die. 

The suggested method makes the selection of CH reliant 

on the depleted energy (DE) and expected remaining 

energy (PRE) factors, which ultimately results in an 

increase in the system's performance as well as the 

network's longevity. The production of the random 

number is altered in the way that has been proposed to 

𝑘𝐸 
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𝑃 

make the selection of CH more energy efficient. The 

random number is then multiplied by the sensor nodes' 

selecting a random number can be described as follows, 

according to the Equation: 

depletion energy (DE) and expected remaining energy 

(PRE) values. As a consequence of the product of these 
𝑟𝑎𝑛𝑑(𝑛)′ = 𝑟𝑎𝑛𝑑(𝑛) ∗ (𝐷𝐸𝑛 + 𝑃𝑅𝐸𝑛) 

components being multiplied together, the method for 

producing random numbers is now reliant upon the 

energy of the nodes. The following is an explanation of 

the parameters for the suggested depleted energy (DE) 

and expected remaining energy (PRE): 

Depleted energy (DE) ratio: The parameter 

depleted energy ratio can be defined as the ratio of 

energy depleted in the sensor rounds in the previous 

rounds. This parameter is very important to evaluate to 

prevent the same node is elected as CHs in the 

subsequent rounds. The parameter DE can be 

mathematically expressed as follows: 

𝐸𝑇 − 𝐸𝑇 

As the enhanced random number's value has been 

calculated, it can be checked against the sensor nodes' 

thresholds. When choosing a CH, the threshold function 

should be given careful thought. The threshold function 

evaluates the node probabilities and uses that 

information to select the CH. By judiciously factoring in 

node energy to the threshold function, network 

performance can be fine-tuned. In order to keep the 

network's power consumption stable, each node performs 

some CH operations. Based on the likelihood of CH 

selection, there is a one in one possibility of any one of 

the potential nodes in the network being chosen as the 

CH. A node's ability to function as a CH in the network 
is dependent on how much energy it has. The suggested 

𝐷𝐸 = 
   𝑖𝑛𝑖𝑡 𝑟𝑒𝑠 

(𝑟 − 1)𝑇 
method uses the energy of the nodes from the very first 

Where 𝐸𝑇 denotes the starting energy, 𝐸𝑇 denotes node in the network all the way to the very last node to 
𝑖𝑛𝑖𝑡 𝑟𝑒𝑠 perform the threshold function. 

the residual energy of each node, r denotes the current 

round, and 𝑟 − 1is the round that came before this one at 

time 𝑇. The performance of DE in the previous round 

will serve as the criterion for choosing CH in the next 

round. In the subsequent round, the role of CH will go to 

the node that finished the previous round with the lowest 

DE. Because a CH from the previous round has an 

 

At this stage, the value of the manipulated random 

number is evaluated in relation to the threshold function. 

𝑟𝑎𝑛𝑑(𝑛)′ ≤ 𝑇𝐻(𝑛) 

Where 𝑇𝐻(𝑛)can be represented as: 

𝑇𝐻(𝑛) 
extremely high DE in compared to other nodes that are 
not CHs, it will not be chosen as a CH in the following 

𝑃𝑛 
𝑟 

∗ (𝐷𝐸 + 𝑃𝑅𝐸) + , 𝑖𝑓 𝑛 ∈ 𝐺 1 𝑃 

round. 

Predicted remaining energy (PRE): The difference 

between the initial energy, which is denoted by 𝐸𝑖𝑛𝑖𝑡, and 

the entire energy, which is denoted by 𝐸𝑒𝑐 , is what 

constitutes the remaining energy, which is denoted by 

𝐸𝑝𝑟𝑒. Because the prediction of energy avoids 

participating in CH candidate networks with weaker 

nodes, E pre is evaluated in this situation rather than 

residual energy (𝑅𝐸). 

The predicted remaining energy of node “𝑛” is given by 

𝐸𝑇 (𝑛) = 𝐸𝑇   (𝑛) − 𝐸𝑇 (𝑛) 

= {1 − 𝑃𝑛 [(𝑟 𝑚𝑜𝑑 )] 𝑛 
𝑛 

0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒 

In the equation that was just presented, 𝑃𝑛 stands for the 

chance that 𝑛 will become CH, and 𝑟 stands for the 

round number. 

Node is promoted to CH status if the random number is 

less than the threshold; otherwise, the process moves on 

to the next node in the list. 

After the CH selection process is over, the CHs will 

spread the news to the other nodes in the network that 

they have been chosen to serve as the CH for this 
𝑝𝑟𝑒 𝑖𝑛𝑖𝑡 𝑒𝑐 

iteration. In order to successfully finish this operation, 

Where, 𝐸𝑒𝑐 of node 𝑛 can be calculated as follows, 

𝐸𝑒𝑐 (𝑛) = 𝐸𝑖,𝑛 + 𝐸𝑛2𝐵𝑆 + 𝐸𝑒𝑙𝑒𝑐 + 𝐸𝐷𝐴 

Here, 𝐸𝑖,𝑗&𝐸𝑛𝑜𝑑𝑒2𝐵𝑆 are the transmitting energy for 

“𝑙”bits from node “𝑖” to “𝑛” and “𝑛”to base station or 

sink, respectively. Additionally, 𝐸𝐷𝐴 is the aggregating 

energy of a datum, and 𝐸𝑒𝑙𝑒𝑐 is the energy spent by the 

reception circuit per bit. 

Rand is the symbol used to represent the typical random 

number in LEACH's classic 𝑟𝑎𝑛𝑑 (𝑛). In the method 

that has been suggested, the enhanced procedure for 

Each CH node will notify every other node in the 

network via a broadcast message disguised as an 

advertising. The strength of the signal of the message 

that is sent from the CH nodes is used by each member 

node to determine whether or not it will take part in the 

process of cluster building. 

Proposed Congestion aware intra-cluster routing 

In this research, we propose a congestion aware data 

aggregation technique that is based on congestion 

indicator (CIN), link error rate (LER), and residual 
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𝑆 

energy (RE) characteristics. Our goal is to achieve more 

reliable data transmission using this scheme. In order to 

design the many feasible routing paths from source 

nodes to CHs, the congestion indicator and the link error 

rate of all of the available links are calculated for each 

cycle of communication. 

Congestion indicator (CIN):Congestion happens when 

the number of packets arriving at a given node is greater 

than the number of packets that it can forward. This 

leads to an increase in the rate at which packets are 

dropped and a delay in their delivery. The time that 

elapses between two consecutive packet arrival times at a 

given node is referred to as the packet arrival time 𝑇𝑃𝐴 . 

The packet arrival rate 𝑅𝑃𝐴 decreases with increasing 

delay. Inversely proportional is the ratio of packet 

service time 𝑆𝑇𝑃 to packet service rate 𝑆𝑅𝑃. The service 

time of a packet is the amount of time it takes 

delay caused by waiting to forward packets in the queue 

or for a packet to be retransmitted. 

Following are the numbers for the packet arrival rate and 

the packet service rate: 

𝑅𝑃𝐴 = 1⁄ 
𝑃𝐴 

The congestion indicator (also known as CIN) is helpful 

in locating instances of congestion. The ratio of the rate 

at which packets arrive to the rate at which they are 

serviced is used to measure it. 

 
 

𝑅𝑃𝐴 

improvement in the energy efficiency of the data 

aggregation process. The following is a description of 

how the parameter LER between nodes 𝑖 𝑎𝑛𝑑 𝑗 can be 

understood: 

𝑑𝑖𝑠𝑡(𝑖, 𝑗) 
𝐿𝐸𝑅 = 

𝐵𝑢𝑓𝑓𝑒𝑟𝑠𝑖𝑧𝑒 (𝑗) 

Data transmission phase 

The CH considers both the congestion indicator and the 

link error rate characteristics while making its 

assessment of all of the available links. Following an 

analysis of the optimal paths, the cluster head generates a 

routing table for every node in the cluster. When 

determining the most efficient path, the routing table 

takes into account a unique record. The following fields 

can be found in the routing table: 
 

Id Energ CIN LER 

Cluster head sends routing tables to each node after 

constructing the routing table. All nodes have routing 

tables at the end of the process. The primary objective of 

this phase is to identify the subsequent hop for each 

packet that arrives at each node. Once a data packet is 

received, the receiving node act as follows: If the next 

hop node is CH, the data should be transmitted directly 

to CH. Else, check for the available neighbours. If 

neighbours found, then compare the CIN of each 

neighbour and select the node with lowest CIIN & LER 

value as forwarder node and forward the data to the 
selected node. If all the neighbour nodes having similar 

𝐶𝐼𝑁 = 
 

 

(1⁄ ) 
𝑇𝑃 

CIN value, then select the node with LER and transmit 

the data. 

If 𝑅𝑃𝐴 > 𝑆𝑅𝑃, then the 𝐶𝐼𝑁 value is greater, which 

indicates that the node has been congested. The higher 

the 𝐶𝐼𝑁 value, the greater the amount of congestion that 

will result at the particular node. The rate of the packet 

service that was utilised in order to identify the 

congestion. 

If the 𝐶𝐼𝑁 number is lower, then a node will experience 

a lower level of congestion. The following formula is 

used to compute the cost of the route based on the traffic 

index heading towards CH: 

Energy analysis 

Let's say that the entire number of sensor nodes that are 

present in the whole sensor region is denoted by N. 

Because there are k total sensors in the cluster that was 

generated, the total number of clusters in the separated 

region is equal to 𝑁/𝑘. The M sensor nodes each send 

out the same number of bits of data. According to the 

Radio Energy Dissipation model of the sensor node, the 

amount of energy that is needed to transmit and receive 

‘𝑙’ bits of data over a distance of 𝐷𝑛 is denoted by the 
𝑛 

𝐶𝐼𝑁𝑟𝑜𝑢𝑡𝑒 =  ∑ 𝐶𝐼𝑁𝑛 

𝑖=1 

symbols 𝐸𝑡𝑟𝑎𝑛𝑠 (𝑙, 𝑑) and 𝐸𝑟𝑒𝑐𝑣 (𝑙, 𝑑) accordingly, such 

that 

𝑙𝐸𝑒𝑐 + 𝑙𝜀𝑓𝑠𝑑2,   𝑑 ≤ 𝑑0 

Link Error rate (LER):The error rate (ER), which has a 

negative impact on the functioning of the sensor 

𝐸𝑡𝑟𝑎𝑛𝑠 (𝑙, 𝑑) =  { 
𝑒𝑐 + 𝑙𝜀𝑚𝑝 𝑑4,    𝑑 ≥ 𝑑0 

network, is one of the issues that have traditionally been 

linked with wireless channels. The linkages that have a 

high mistake rate will result in an increased cost to route, 

and will therefore be avoided. It is sufficient, then, to 

take into account the link error rate in order to achieve an 

𝐸𝑟𝑒𝑐𝑣 (𝑙, 𝑑) = 𝑙𝐸𝑒𝑐 

The amount of energy that must be used during 

transmission is proportional to the path loss exponent n, 

where n equals 2 for open space and 4 for multipath 

𝑇 

𝑙𝐸 
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interference. 𝐸𝑒𝑐 is the amount of energy that is used up Estimate 𝑟𝑎𝑛𝑑(𝑛) 

by the electronics of the transmitter and receiver during a 

single bit.‘𝑑’ denotes the physical separation between the 
𝑟𝑎𝑛𝑑 (𝑛 

 
𝑛𝑒𝑤 ) = 𝑟𝑎𝑛𝑑(𝑛) ∗ 𝐶𝐸𝑅𝑛 

transmitter and the receiver. The amount of energy that is 

used by the transmitter amplifier may be calculated using 

the route loss exponent and the formula 𝜀𝑓𝑠, 𝜀𝑚𝑝. Due to 

the fact that the sensor nodes do aggregation, the'm' bits 

of data are aggregated into a smaller number of the ‘ℎ’ 

bits. The value of 𝐸𝐶𝐷 represents the amount of energy 

that is used by the model that utilises centralised data 

 

 

 

 

End for 

Data transmission 

If 𝑟𝑎𝑛𝑑 (𝑛𝑛𝑒𝑤) ≤ 𝑇𝐻(𝑛) 

𝐶𝐻 −> 𝑛; 

End if 

aggregation (also known as Cluster Head). The value 

given by 𝐸𝑆𝐷 represents the amount of energy that is 

used by the suggested approach for performing Data 

Aggregation in the sensor node. The energy gain, 

denoted by 𝐸𝑔𝑎𝑖𝑛 , for a cluster that is a result of the 

suggested technique is as follows: 

𝐸𝑆𝐷 = 𝑚(𝐸𝑒𝑐 + 𝜀𝑓𝑠𝑑2) + 𝑚𝐸𝑒𝑐 

𝐸𝐶𝐷 = ℎ(𝐸𝑒𝑐 + 𝜀𝑓𝑠𝑑2) + ℎ𝐸𝑒𝑐 

For all the available paths 

Calculate 𝐶𝐼𝑁, 𝐿𝐸𝑅 

If (𝐶𝐼𝑁𝑛 & 𝐿𝐸𝑅𝑛 = 𝑙𝑜𝑤) 

Select 𝑛 as forwarder node 

Else 

𝑛 = 𝑛 + 1 

End if 

𝐸𝑔𝑎𝑖𝑛 = 𝐸𝑆𝐷 − 𝐸𝐶𝐷 

𝐸𝑔𝑎𝑖𝑛 = (2𝑚 − ℎ)𝐸𝑒𝑐 + (𝑚 − ℎ)𝜀𝑓𝑠𝑑2 

Because there are 𝑁/𝑘 clusters in the area surrounding 

the sensor. The total amount of energy that can be gained 

via the proposed method is denoted by b. 

𝑁 
𝑇𝑜𝑡𝑎𝑙𝑔𝑎𝑖𝑛 = (

𝐾
) 𝐸𝑔𝑎𝑖𝑛 

Algorithm 

For all the nodes ‘𝑛’ where 𝑛 ∈ 𝑁 

Divide the nodes as ‘k’ clusters 

End for 

CH selection 

For all node ‘𝑛’ where 𝑛 ∈ 𝑘 

Calculate 𝐶𝐸𝑅𝑛 

Calculate 𝑇𝐻(𝑛) 

End for 

 

 
4. Result and Discussion 

Setup for simulation 

The newly proposed CAW-LEACH mechanism is 

simulated, and its performance is evaluated with the help 

of NS2 before being compared to EN-LEACH and EE- 

LEACH. The sensor nodes in the network field are 

placed there in a haphazard manner. The dimensions of 

the network area are 1000 metres by 500 metres. All of 

the sensor nodes have been configured to have an initial 

energy level of 100 j. The number of nodes in the 

network can range anywhere from 50 to 200. During data 

transmission, the CBR traffic agent is utilised to generate 

consistent traffic. CBR is an abbreviation for "constant 

bit rate." UDP is the protocol that is used to carry out the 

data communication. The results of the experiment are 

presented in table 2, which can be found down below. 

 

 
Table 2: Simulation parameters 

 

Simulation Parameter Value 

Area of network 1000 m x 500 m 

Number of sensors 50 to 200 

Size of clusters 4 

Initial energy of sensor node 100j 

Size of packet 1024 bytes 

Routing protocol AODV 
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Fig 3: End to End Delay 

Table 3: Comparison analysis of CAW-LEACH and existing methods as EN-LEACH and EE-LEACH for Delay 
 

NODE PROPOSED EE-LEACH EN-LEACH 

50 0.16 0.21 0.25 

100 0.19 0.24 0.26 

150 0.24 0.29 0.36 

200 0.29 0.36 0.41 

 

The end-to-end delay is the overall time a packet takes to 

travel through a network. The evaluation of the proposed 

method's end-to-end delay time is presented in the values 

that have been mentioned above in table 3. The reduced 

amount of CH rotation is due to the stable CH selection, 

the implementation of DE, and the random number. The 

selection of low overhead relays during the relay 

selection process, which is conducted utilising quality 

and energy are connected in the QoS reputation 

paradigm, is another factor that contributes to the 

proposed method's ability to reduce end-to-end delay. 

When compared to the suggested technique, the previous 

methods encountered significantly higher delays of up to 

0.48 milliseconds, while the proposed method only 

suffered a minimum average delay of 0.16 milliseconds. 

The graphical representation of the end-to-end delay can 

be found in Figure 3. 

 

Fig 4: Energy consumption 
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Table 4: Comparing proposed and existing energy consumption strategies 
 

NODE PROPOSED EE-LEACH EN-LEACH 

50 2.48 2.86 3.16 

100 2.83 3.13 3.81 

150 3.08 3.53 3.90 

200 3.24 3.61 4.04 

 

In order to participate in network operations, each sensor 

node is provided with 100 j of initial energy to use. 

Every time there is activity on the network, the energy 

level drops. In every network, the energy should be 

optimised for maximum efficiency in order to sustain 

network activity. The elimination of the need for 

retransmission and other activities that use up a lot of 

energy in the network is made possible thanks to the CH 

selection using DE and the selection of relay nodes with 

less congestion indicator values. This leads to a low 

amount of energy consumption in the proposed network. 

The method that was suggested had a documented rate of 

energy consumption that was an average of 2.9j. The 

graphic representation of the amount of energy used is 

shown in Figure 4. The findings of the experiment are 

presented in table 4, which can be found up above. 

 
 

 

Fig 5: Packet delivery ratio 

Table 5: Analysis of proposed and current PDR approaches in comparison 
 

NODE PROPOSED EE-LEACH EN-LEACH 

50 0.9015 0.8696 0.8208 

100 0.9099 0.8472 0.8348 

150 0.8918 0.8365 0.8185 

200 0.9125 0.8575 0.8353 

567



International Journal of Intelligent Systems and Applications in Engineering IJISAE, 2023, 11(2s), 174–188 | 185 
 

The packet delivery rate (PDR) is defined as the fraction 

of data packets that reach their destination out of the total 

number of packets delivered. This ratio can be thought of 

as the proportion of data packets that are successfully 

received. The delivery rate was significantly enhanced 

because to the aggregation of data and efficient relay 

selection. The sensor nodes are able to convey the data 

with a high level of success thanks to the careful choice 

of channels that are reliable and well-balanced, in 

addition to the most suitable relays based on quality of 

service reputation. The prior approaches maintained an 

average PDR rate of 0.82, which is a rather low PDR 

rate. In contrast, the proposed method reached a 

maximum PDR of 0.91%, whereas the existing methods 

only achieved a PDR rate of 0.82 on average. The 

graphical representation of the packet delivery ratio can 

be seen in Figure 5. The outcomes of the experiment are 

presented in table 5, which can be found up above. 

 
 

 

Fig 6: Routing overhead 

Table 6: An evaluation of the proposed and existing approaches to Overhead 
 

NODE PROPOSED EE-LEACH EN-LEACH 

50 0.18 0.22 0.26 

100 0.2 0.24 0.38 

150 0.22 0.29 0.43 

200 0.26 0.36 0.41 

 

The amount of control packets that are disseminated 

throughout the network to facilitate data transfer is 

directly connected to the overhead. The proposed 

approach had an overhead that ranged from 0.21 to 0.26 

on average, whereas the existing methods had overheads 

that ranged from 0.26 to 0.40 on average. The error-free 

operation of the specified pathways is ensured by the 

utilisation of optimal relay selection in conjunction with 

congestion aware relay selection. Because of this, the 

proposed technique has a relatively minimal amount of 

overhead. The graphical representation of the routing 

overhead is provided in Figure 6. The findings of the 

experiment are presented in table 6, which can be found 

up above. 
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Fig 7: Throughput 

Table 7: Throughput Comparison analysis of CAW-LEACH and existing methods as EN-LEACH and EE-LEACH 
 

NODE PROPOSED EE-LEACH EN-LEACH 

50 190 178 156 

100 195 186 155 

150 199 188 167 

200 208 191 178 

 

The total number of data units that a node is able to 

handle in a specific amount of time is referred to as its 

throughput. The optimal selection of relays and energy- 

constrained CH selection through the use of DE both 

contribute to the best data aggregation. Table 7 shows 

that the proposed method has a higher throughput than 

existing methods. During the test, the suggested 

approach kept the average throughput rate as high as 389 

kbps, whereas the existing methods kept a throughput 

rate that was lower than the proposed one. The graphical 

representation of throughput can be seen in Figure 7. 

5. Conclusion 

This work proposes an enhanced LEACH-based 

clustering approach to improve IoT based network data 

aggregation efficiency, conserving energy, and extending 

the network's lifetime. In the classic LEACH approach, 

the selection of cluster heads (CHs) is accomplished by 

the use of a random integer. Because LEACH accords 

the same priority to nodes with low residual energy as it 

does to nodes with high residual energy, this can lead to 

some nodes with low residual energy passing away 

before nodes with high residual energy. In addition, as 

IoT based networks are energy limited networks, 

congestion is the primary problem that needs to be 

addressed in order to achieve efficient data aggregation. 

We propose an improved LEACH protocol (CAW- 

LEACH) that takes into account the congestion indicator 

and estimated remaining energy of the nodes for CH 

selection and random number generation. This will help 

increase the energy efficiency as well as the stability of 

the CH. Its purpose is to ensure that the CH node that 

was just recently elected will not be given a second 

chance in this round. In addition, a congestion-aware 

data aggregation scheme is presented for the purpose of 

making data aggregation more effective. The simulation 

and analysis results show that CAW-LEACH can 

significantly outperform existing approaches for IoT- 

based networks in terms of energy efficiency, network 

lifetime, and data throughput. 
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