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Huge amounts of data are circulating in the digital world in the era of the Industry 5.0 revolution. Machine learning is ex-
periencing success in several sectors such as intelligent control, decision making, speech recognition, natural language processing,
computer graphics, and computer vision, despite the requirement to analyze and interpret data. Due to their amazing per-
formance, Deep Learning and Machine Learning Techniques have recently become extensively recognized and implemented by a
variety of real-time engineering applications. Knowledge of machine learning is essential for designing automated and intelligent
applications that can handle data in �elds such as health, cyber-security, and intelligent transportation systems. ere are a range
of strategies in the �eld of machine learning, including reinforcement learning, semi-supervised, unsupervised, and supervised
algorithms. is study provides a complete study of managing real-time engineering applications using machine learning, which
will improve an application’s capabilities and intelligence. is work adds to the understanding of the applicability of various
machine learning approaches in real-world applications such as cyber security, healthcare, and intelligent transportation systems.
is study highlights the research objectives and obstacles that Machine Learning approaches encounter while managing real-
world applications. is study will act as a reference point for both industry professionals and academics, and from a technical
standpoint, it will serve as a benchmark for decision-makers on a range of application domains and real-world scenarios.

1. Introduction

1.1.MachineLearningEvolution. In this digital era, the data
source is becoming part of many things around us, and
digital recording [1, 2] is a normal routine that is creating
bulk amounts of data from real-time engineering appli-
cations. is data can be unstructured, semi-structured,
and structured. In a variety of domains, intelligent ap-
plications can be built using the insights extracted from
this data. For example, as in [3] author used cyber-

security data for extracting insights and use those insights
for building intelligent application for cyber-security
which is automated and driven by data. In the article [1],
the author uses mobile data for extracting insights and
uses those insights for building an intelligent smart ap-
plication which is aware of context. Real-time engineering
applications are based on tools and techniques for
managing the data and having the capability for useful
knowledge or insight extraction in an intelligent and
timely fashion.
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Machine Learning is a stream in Artificial Intelligence,
which is gaining popularity in recent times in the field of
computing and data analysis that will make applications
behave intelligently [4]. In industry 4.0 (fourth industrial
revolution) machine learning is considered one of the popular
technologies which will allow the application to learn from
experience, instead of programming specifically for the en-
hancement of the system [1, 3]. Traditional practices of in-
dustries and manufacturing are automated in Industry 4.0 [5]
by using machine learning which is considered a smart
technology and is used for exploratory data processing. So,
machine learning algorithms are keys to developing intelli-
gent real-time engineering applications for real-world
problems by analyzing the data intelligently. All the machine
learning techniques are categorized into the following types
(a) Reinforcement Learning (b) Unsupervised Learning (c)
Semi-Supervised Learning, and (d) Supervised Learning.

Based on the collected data from google trends [6],
popularity of these techniques is represented in Figure 1. In
Figure 1 the y-axis indicated the popularity score of the
corresponding technique and the x-axis indicated the time
period. As per Figure 1, the popularity score of the technique
is growing day by day in recent times. *us, it gives the
motivation to perform this review on machine learning’s
role in managing Real Time Engineering Applications. We
may use Google Trends to find out what the most popular
web subjects are at any given time and location. *is could
help us generate material and give us suggestions for articles
that will most likely appeal to readers. Just make sure the
content is relevant to our company or industry. We can look
into the findings a little more carefully and investigate the
reasons that may have influenced such trends because
Google Trends can supply us with data about the specific
regions in which our keywords drew substantial interest.
With this level of data, we can figure out what’s working and
what needs to be improved.

Machine learning algorithms’ performance and char-
acteristics and nature of the data will decide the efficiency
and effectiveness of the solution based on machine learning.
*e data-driven systems [7, 8] can be effectively built by
using the following ML areas like reinforcement learning,
association rule learning, reduction of dimensionality and
feature engineering, data clustering, regression, and classi-
fication analysis. From ANN, a new technology is originated
from the family of machine learning techniques called Deep
Learning which is used for analyzing data intelligently [9].
Everymachine learning algorithm’s purpose is different even
various machine learning algorithms applied over the same
category will generate different outcomes and depends on
the nature and characteristics of data [10]. Hence, it’s
challenging to select a learning algorithm for generating
solutions to a target domain. *us, there is a need for un-
derstanding the applicability and basic principle of ML al-
gorithms in various Real Time Engineering Applications.

A comprehensive study on a variety of machine learning
techniques is provided in this article based on the poten-
tiality and importance of ML that can be used for the
augmentation of application capability and intelligence. For
industry people and academia this article will be acting as a

reference manual, to research and study and build intelligent
systems which are data-driven in a variety of real-time
engineering applications on the basis of machine learning
approaches.

1.2. Types of Machine Learning Techniques. Figure 2 shows
the Machine Learning Timeline chart. *ere are 4 classes of
machine learning approaches (a) Reinforcement Learning,
(b) Semi-Supervised Learning (c) Unsupervised, and (d)
Supervised Learning as shown in Figure 3. With the ap-
plicability of every ML technique in Real Time Engineering
applications, we put down a brief discussion on all the four
types of ML approaches as follows:

(i) Reinforcement learning: in an environment-driven
approach, RL allows machines and software agents to
assess the optimal behavior automatically to enhance
the efficiency in a particular context [11]. Penalty or
rewards are the basis for RL, and the goal of this ap-
proach is to perform actions that minimize the penalty
and maximize the reward by using the extracted in-
sights from the environment [12]. RL can be used for
enhancing sophisticated systems efficiency by doing
operational optimization or by using automation with
the help of the trained Artificial Intelligencemodels like
supply chain logistics, manufacturing, driving auton-
omous tasks, robotics, etc.

(ii) Semi-supervised: as this method operates on both
unlabeled and labeled data [3, 7] it is considered a
hybrid approach and lies between “with supervi-
sion” and “without supervision” learning approach.
*e author in [12] concludes that the semi-super-
vised approach is useful in real-time because of
numerous amounts of unlabeled data and rare
amounts of labeled data available in various con-
texts. *e semi-supervised approach achieves the
goal of predicting better when compared to pre-
dictions based on labeled data only. Text classifi-
cation, labeling data, fraud detection, machine
translation, etc., are some of the common tasks.

(iii) Unsupervised: as in [7], the author defines that
unsupervised approach as a process of data-driven,
with minimum or no human interface, it takes
datasets consisting of unlabeled data and analyzes
them.*e unsupervised approach is widely used for
purpose of exploring data, results grouping, iden-
tifying meaningful structures and trends, and
extracting general features. Detecting anomalies,
association rules finding, reducing dimensionality,
learning features, estimating density, and clustering
are the most usual unsupervised tasks.

(iv) Supervised: as in [7], author defines the supervised
approach as a process of making a function to learn
to map output from input. A function is inferred by
using training example collection and training data
which is labeled. As in [3], the author states that a
supervised learning approach is a task-driven ap-
proach, which is to be initiated when certain inputs
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2016 to till date-Machine Learning is widespread into
various domains

Google AlphaGo program that beat an unhandicapped
professional human player

IBM Watson Defeats two human challengers at Jeopardy
Andrew Ng & Jeff Dean create a NN that learns to
recognise cats by watching unlabelled images

Yim Kam Ho creates first algorithm for Random Decision
forests ti enable better prediction performance
�e Lanch of Kaggle-website for ML competitions

An ANN, R language and WEKA released
in these years

Arthur Samuel, World first self learning program
developed
James William Cooley & John Tukey
Codeveloped first fourier Transform

2015

2011-2012

1995-2010

1980-1993

1956-1965

Figure 2: Machine learning time line.

M
AC

H
IN

E 
LE

A
RN

IN
G

TY
PE

S

SUPERVISED LEARNING

DISCREATE VALUE CLASSIFICATION

REGRESSION

CLUSTERING

ASSOCIATION

CLASSIFICATION

CLUSTERING

CONTINOUS VALUE

UNLABELLED DATA

LEARNS FROM COMBINED
DATA

POSITIVE(REWARD)

NEGATIVE(PENALTY)

UNSUPERVISED
LEARNING

SEMISUPERVISED
LEARNING

REINFORCEMENT
LEARNING

Figure 3: Machine learning techniques.

0

20
04

-0
1

20
04

-0
6

20
04

-1
1

20
05

-0
4

20
05

-0
9

20
06

-0
2

20
06

-0
7

20
06

-1
2

20
07

-0
5

20
07

-1
0

20
08

-0
3

20
08

-0
8

20
09

-0
1

20
09

-0
6

20
09

-1
1

20
10

-0
4

20
10

-0
9

20
11

-0
2

20
11

-0
7

20
11

-1
2

20
12

-0
5

20
12

-1
0

20
13

-0
3

20
13

-0
8

20
14

-0
1

20
14

-0
6

20
14

-1
1

20
15

-0
4

20
15

-0
9

20
16

-0
2

20
16

-0
7

20
16

-1
2

20
17

-0
5

20
17

-1
0

20
18

-0
3

20
18

-0
8

20
19

-0
1

20
19

-0
6

20
19

-1
1

20
20

-0
4

20
20

-0
9

20
21

-0
2

20
21

-0
7

20
21

-1
2

20

40

60

80

100

120

World Wide Trend Analysis on Machine Learning Techniques

Supervised learning

Semi-supervised learning

Unsupervised learning

Reinforcement learning

Figure 1: World wide trend analysis on machine learning techniques [6].
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are capable to accomplish a variety of goals. *e
most frequently used supervised learning tasks are
regression and classification.

In Table 1, we summarize various types of machine
learning techniques with examples.

Table 2 summarizes the comparison between the current
survey with existing surveys and highlights how it is different
or enhanced from the existing surveys.

1.3. Contributions. Following are the key contributions to
this article:

(i) A comprehensive view on variety of ML algorithms
is provided which is applicable to improve data-
driven applications, task-driven applications capa-
bilities, and intelligence

(ii) To discuss and review the applicability of various
solutions based on ML to a variety of real-time
engineering applications

(iii) By considering the data-driven application capa-
bilities and characteristics and nature of the data,
the proposed study/review scope is defined

(iv) Various challenges and research directions are
summarized and highlighted that fall within this
current study scope

1.4. Paper Organization. *e organization of the rest of the
article is as follows: state of art is presented in the next
section which explains and introduces real-time engineering
applications and machine learning; in the next section, ML’s
role in real-time engineering applications is discussed; and
in the coming section, challenges and lessons learned are
presented; in the penultimate section, several future direc-
tions and potential research issues are discussed and
highlighted; and in the final section conclude the compre-
hensive study on managing Real Time Engineering Appli-
cations using Machine Learning.

2. State of the Art

2.1. Real World Issues. Computer systems can utilize all
client data throughmachine learning. It acts according to the
program’s instructions while also adapting to new situations
or changes. Algorithms adapt to data and exhibit previously
unprogrammed behaviors. Acquiring the ability to read and
recognize context enables a digital assistant to skim emails
and extract vital information. *is type of learning entails the
capacity to forecast future customer behaviors. *is enables
you to have a deeper understanding of your customers and to
be proactive rather than reactive. Machine learning is ap-
plicable to a wide variety of sectors and industries and has the
potential to expand throughout time. Figure 4 represents the
real-world applications of machine learning.

2.2. Introduction to Cyber Security. For both, services and
information, internet is most extensively exploited. In article
[13], author summarizes that since 2017 as an information

source Internet is utilized by almost 48% of the whole
population in the world. As concluded in the article [14], this
number is hiked up to 82% in advanced countries.

*e interconnection of distinct devices, networks, and
computers is called the Internet, whose preliminary job is to
transmit information from one device to another through a
network. Internet usage spiked due to the innovations and
advancements in mobile device networks and computer
systems. As internet is the mostly used by the majority of
population as an information source so it’s more prone to
cyber criminals [15]. A computer system is said to be stable
when it’s offering integrity, availability, and confidentiality
of information. As stated in the article [16], with intent to
disturb normal activity, if an unauthorized individual enters
into the network, then the computer system will be com-
promised with integrity and security. User assets and cy-
berspace can be secured from unauthorized individual
attacks and access with the help of cyber security. As in
article [17], the primary goal of cyber security is to keep
information available, integral, and confidential.

2.3. Introduction to Healthcare. With advancements in the
field of Deep Learning/Machine Learning, there are a lot of
transformations happening in the areas like governance,
transportation, and manufacturing. Extensive research is
going on in the field of Deep Learning over the last decade.
Deep Learning has been applied to lots of areas that de-
livered a state-of-the-art performance in variety of domains
like speech processing, text analytics, and computer vision.
Recently researchers started deploying Deep Learning/Ma-
chine Learning approaches to healthcare [18], and they
delivered outstanding performances in the jobs like brain
tumor segmentation [19], image reconstruction in medical
images [20, 21] lung nodule detection [22], lung disease
classification [23], identification of body parts [24], etc.

It is evident that CAD systems that provide a second
opinion will help the radiologists to confirm the disease [25]
and deep learning/machine learning will further enhance the
performance of these CAD systems and other systems that
will provide supporting decisions to the radiologists [26].

Advancement in the technologies like big data, mobile
communication, edge computing, and cloud computing is
also helping the deployment of deep learning/machine
learning models in the domain of healthcare applications
[27]. By combining they can achieve greater predictive ac-
curacies and an intelligent solution can be facilitated which
is human-centered [28].

2.4. Introduction to Intelligent Transportation Systems. In
transit and transportation systems, after the deployment of
sensing technologies, communication, and information, the
resultant implementation is called an intelligent trans-
portation system [29]. An intelligent transportation system is
an intrinsic part of smart cities [30], which have the following
services such as autonomous vehicles, public transit system
management, traveler information systems, and road traffic
management.*ese services are expected to contribute a lot to
the society by curbing pollution, enhancing energy efficiency,

4 Mobile Information Systems



transit and transportation efficiency is enhanced and finally,
traffic and road safety is also improved.

Advances in technologies like wireless communication
technology, computing, and sensing are enabling intelligent
transportation systems applications and also bear a lot of
challenges due to their capabilities to generate huge amounts
of data, independent QoS requirements, and scalability.

Due to the recent traction in deep learning/machine
learning models, approaches like RL and DL are utilized to
exploit patterns and generate decisions and predictions
accurately [31–33].

2.5. Introduction to Renewable Energy. Sustainable and al-
ternative energy sources are in demand due to the effect
created by burning fossil fuels in the environment and fossil
fuel depletion. As in article [34], the energy market biomass,
wind power, tidal waves, geothermal, solar thermal, and
solar photovoltaic are growing as renewable energy re-
sources. *ere will be instability in the power grids due to
various reasons like when demand is more than the supply of
the energy and when supply is more than the demand of the
energy. Finally, environmental factors affect the energy
output of the plants based on the renewable energy. To
address the management and optimization of energy, ma-
chine learning is used.

2.6. Introduction to Smart Manufacturing. Manufacturing
has been divided into a number of categories, one of the
categories in which computer-based manufacturing is per-
formed is called Smart Manufacturing, which performs
workers’ training, digital technology, and quick changes in
the design and with high adaptability. Other responsibilities
include recyclability of production effectively, supply chain
optimization, and demand-based quick changes in the levels
of production. Enabling technologies of Smart
Manufacturing are advances in robotics, services and devices
connectivity in the industry, and processing capabilities in
the big data.

2.7. Introduction to Smart Grid. *e basic structure of the
electrical power grid has remained same over time, and it has
been noticed that it has become outdated and ill-suited,
unable to meet demand and supply in the twenty-first
century. Even though we are in the twenty-first century,
electrical infrastructure has remained mostly unaltered
throughout time. However, as the population and con-
sumption have grown, so requires power.

2.7.1. Drawbacks

(i) Analyzing the demand is difficult
(ii) Response time is slow

*e new smart grid idea has evolved to address the issues
of the old outdated electrical power system. SG is a large
energy network that employs real time and intelligent
monitoring, communication, control, and self-healing
technologies to provide customers with a variety of alter-
natives while guaranteeing the stability and security of their
electricity supply. By definition, SGs are sophisticated cyber-
physical system. *e functionality of this modern SG can be
broken down into four parts.

*is contemporary SG’s functionality may be split down
into four components:

(1) Consumption: electricity is used for a variety of
reasons by various industries and inhabitants

(2) Distribution: the power so that it may be distributed
more widely

(3) Transmission: electricity is transmitted over a high-
voltage electronic infrastructure

(4) Generation: during this phase, electricity is gener-
ated in a variety of methods

ML and DL functionalities in the context of SG include
predicting about

(1) Stability of the SG
(2) Optimum schedule
(3) Fraud detection
(4) Security breach detection
(5) Network anomaly detection
(6) Sizing
(7) Fault detection
(8) Energy consumption
(9) Price
(10) Energy generation

2.8. Introduction to Computer Networks. *e usefulness of
ML in networking is aided by key technological advance-
ments in networking, such as network programmability via
Software-Defined Networking (SDN). *ough machine
learning has been widely used to solve problems such as
pattern recognition, speech synthesis, and outlier identifi-
cation, its use in network operations and administration has

Table 1: ML Technique varieties with approaches and examples.

Examples Model building Learning types Approach

Regression, classification Models or algorithms that use labeled data for
learning Supervised Task-driven approach

Dimensionality reduction, association,
clustering

Models or algorithms that uses unlabeled data for
learning Unsupervised Data-driven approach

Clustering and classification Using combined data models are built Semi-supervised Unlabeled + labeled

Control and classification Using the concept of penalty and reward as a basis
models are built Reinforcement Environment-driven

approach

Mobile Information Systems 5
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been limited. *e biggest roadblocks are determining what
data may be collected and what control actions can be taken
on legacy network equipment. *ese issues are alleviated by
the ability to program the network using SDN. ML-based
cognition can be utilized to help automate network oper-
ation and administration chores. As a result, applying
machine learning approaches to such broad and complicated
networking challenges is both intriguing and challenging. As
a result, ML in networking is a fascinating study area that
necessitates a thorough understanding of ML techniques as
well as networking issues.

2.9. Introduction to Energy Systems. A set of structured el-
ements designed for the creation, control, and/or trans-
formation of energy is known as an energy system [35, 36].
Mechanical, chemical, thermal, and electro-magnetical
components may be combined in energy systems to span a
wide variety of energy categories, including renewables and
alternative energy sources [37–39]. *e progress of energy
systems faces difficult decision-making duties in order to
meet a variety of demanding and conflicting objectives, such
as functional performance, efficiency, financial burden,
environmental effect, and so on [40]. *e increasing use of
data collectors in energy systems has resulted in an enor-
mous quantity of data being collected. Smart sensors are
increasingly widely employed in the production and con-
sumption of energy [41–43]. Big data has produced a
plethora of opportunities and problems for making well-
informed decisions [44, 45]. *e use of machine learning
models has aided the deployment of big data technologies in
a variety of applications [46–50]. Prediction approaches
based onmachine learning models have gained popularity in
the energy sector [51–53] because they make it easier to infer
functional relationships from observations. Because of their
accuracy, effectiveness, and speed, ML models in energy
systems are becoming crucial for predictive modeling of
production, consumption, and demand analysis [54, 55]. In
the context of complex human interactions, ML models
provide give insight into energy system functioning [56, 57].
*e use of machine learning models is in making traditional

energy systems, as well as alternative and renewable energy
systems.

3. Recent Works on Real-Time
Engineering Applications

3.1. Machine Learning for ITS. Exposure to traffic noise, air
pollution, road injuries, and traffic delays are only some of
the key issues that urban inhabitants experience on a daily
basis. Urban areas are experiencing severe environmental
and quality-of-life difficulties as a result of rapid car ex-
pansion, insufficient transportation infrastructure, and a
lack of road safety rules. For example, in many urban areas,
large trucks violate the typical highways, resulting in traffic
congestion and delays. In addition, many bikers have fre-
quent near misses as a result of their clothes, posture
changes, partial occlusions, and varying observation angles
all posing significant challenges to the Machine Learning
(ML) algorithms’ detection rates.

Over the last decade, there has been a surge in interest in
using machine learning and deep learning methods to an-
alyze and visualize massive amounts of data generated from
various sources in order to improve the classification and
recognition of pedestrians, bicycles, special vehicles (e.g.,
emergency vehicles vs. heavy trucks), and License Plate
Recognition (LPR) for a safer and more sustainable envi-
ronment. Although deep models are capable of capturing a
wide variety of appearances, adaption to the environment is
essential.

Artificial neural networks form the base for deep
learning success; in artificial neural networks to mirror an
image, the human brain functioning interconnected node
system sets are present.*e neighboring layer’s nodes will be
consisting of connections with weights coming from nodes
from other layers. *e output value is generated by given
input and weight to the activation function in a node.
Figure 5 presents the ML mainstream approaches used in
ITS.

Figure 6 shows the RL working in intelligent trans-
portation system.

Figure 4: Applications of machine learning.
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Figures 7–9 present the interaction between ITS and ML
and Machine Learning Pipeline.

3.2. Machine Learning for HealthCare. Over time, for the
actions performed as a response reward, actions and ob-
servations are given as input to policy functions, and the
method that learns from this policy function is called RL
[58]. ere is a wide range of healthcare applications where
RL can be used even RL can be used in the detection of
disease based on checking symptoms ubiquitously [59].
Another potential use of RL in this domain is Gogame [60].

In semi-supervised learning, both unlabeled data and
labeled data are used for training particularly greater doses

of unlabeled data and little doses of labeled data are available,
and then semi-supervised learning is suitable. Semi-super-
vised learning can be applied to a variety of healthcare
applications like medical image segmentation [61, 62] using
various sensors recognition of activity is proposed in [61], in
[63] author used semi-supervised learning for healthcare
data clustering.

In supervised learning, labeled information is used for
training the model to map the input to output. In the re-
gression output value is continuous and in classi�cation
output value is discrete. Typical application of supervised
learning in the healthcare domain is the identi�cation of
organs in the body using various image modalities [19] and
nodule classi�cation in the lung images [21].
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In unsupervised learning, mapping of input to the
output will be done by training the model using unlabeled
data:

(i) Similarity is used for clustering
(ii) Feature selection/dimensionality reduction
(iii) Anomaly detection [64]

Unsupervised learning can be applied to a lot of
healthcare applications like feature selection [65] using PCA
and using Clustering [66] for heart disease prediction.

Various phases in an ML-based Healthcare system are
shown in Figure 10.

e four major applications of healthcare that can
bene�t from ML/DL techniques are prognosis, diagnosis,
treatment, and clinical work§ow, which are described in
Table 3.
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3.3. Machine Learning for Cyber Security. Artificial Intelli-
gence and Machine Learning are widely accepted and uti-
lized in various fields like Cyber Security [94–103], design
and manufacturing [104], medicine [105–108], education
[109], and finance [110–112]. Machine Learning techniques
are used widely in the following areas of cyber security
intrusion detection [113–116], dark web or deep web sites
[117, 118], phishing [119–121], malware detection
[122–125], fraud detection [126–129], and spam classifica-
tion [130–133]. As time changes there is a need for vigorous
and novel techniques to address the issues of cyber security.
Machine Learning is suitable for evolutionary attacks as it
learns from experiences.

In article [118], the authors analyzed and evaluated the
dark web which is a hacker’s social network by using the ML
approach for threat prediction in the cyberspace. In article
[134], the author used an ML model with social network
features for predicting cyberattacks on an organization
during a stipulated period. *is prediction uses a dataset

consisting of darkweb’s 53 forum’s data in it. Advancements
in recent areas can be found in [135–138].

Antivirus, firewalls, unified threat management [139],
intrusion prevention system [140], and SEIM solutions [141]
are some of the classical cyber security systems. As in article
[142], the author concluded that, in terms of post-cyber-
attack response, performance, and in error rate classical
cyber security systems are poor when compared with AI-
based systems. As in the article [143], once there is cyber-
space damage by the attack then only it’s identified and this
situation happens in almost 60%. Both on the cyber security
side and attackers’ side, there is a stronger hold by ML. On
the cyber security side as specified in this article [144, 145] to
safeguard everything from the damage done by the attackers
and for detecting attacks at an early stage and finally for
performance enhancement ML is used. ML is used on the
attacker's end to locate weaknesses and system vulnerabil-
ities as well as techniques to get beyond firewalls and other
defence walls As in [146], the author concludes that to

Table 3: Neural networks comparison.

Machine learning
applications in Domain Areas References

Prognosis

In clinical practice, the process of forecasting the disease development is
called prognosis. Prognosis can predict various things like survival

chances, corresponding disease related health issues detection, will the
disease be stable, improve or become worse and finally, prognosis can

forecast the symptoms of the disease

[67–69]

Diagnosis Health records in
electronic format

Patient’s full history of medication is generated by healthcare services and
hospitals which is stored in terms of records in electronic formats. *is
generated data will be consisting of unstructured and structured data. For
aiding the process of diagnosis ML-based methods are applied over

electronic health records for fetching the features

[70–73]

Treatment Analysis of image in the
medical fields

Image retrieval, image registration, image reconstruction, image
segmentation, image classification, image detection, image enhancement [74–93]

Clinical workflow Interpretation of an image Radiologists are responsible for analyzing the images and the results of
the study will be written in the radiology reports [94–97]
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further enhance the classification performance ML ap-
proaches are combined.

3.4. Machine Learning for Renewable Energy. Forecasting
Renewable Energy Generation can be done using Ma-
chine Learning, state-of-art works are presented in
Table 4.

3.5. Machine Learning for Smart Manufacturing. *e fol-
lowing table shows the ML applicability to Smart
Manufacturing. State-of-art works are presented in Table 5.

3.6. Machine Learning for Smart Grids. *is subsection
discusses machine learning applicability to smart grids.
State-of-the-art works are presented in Table 6.

3.7. Machine Learning for Computer Networks

3.7.1. Traffic Prediction. As networks are day by day be-
coming diverse and complex, it becomes difficult to manage
and perform network operations so huge importance is
given to traffic forecast in the network to properly manage
and perform network operations. Time Series Forecasting is
forecasting the traffic in near future.

3.7.2. Traffic Prediction. To manage and perform network
operations, it’s quite important to perform classification of
the network traffic which includes provisioning of the re-
source, monitoring of the performance, differentiation of the
service and quality of service, intrusion detection and se-
curity, and finally capacity planning.

3.7.3. Congestion Control. In a network, excess packets will
be throttled using the concept called congestion control. It
makes sure the packet loss ratio is in an acceptable range,
utilization of resources is at a fair level, and stability of the
network is managed.

Table 7 presents ML state of art systems in networking.

3.7.4. Machine Learning for Civil Engineering. *e first uses
of ML programs in Civil Engineering involved testing dif-
ferent existing tools on simple programs [210–213], more
difficult problems are addressed in [214–216].

3.7.5. Machine Learning for Energy Systems. Hybrid ML
models, ensembles, Deep Learning, Decision Trees, ANFIS,
WNN, SVM, ELM, MLP, ANN are among the ten key ML
models often employed in energy systems, according to the
approach.

Table 8 presents ML state of art systems in the Energy
Systems domain.

4. Current Challenges on Machine
Learning Technology

While machine learning offers promise and is already
proving beneficial to businesses around the world, it is not
without its hurdles and issues. For instance, machine
learning is useful for spotting patterns, but it performs
poorly at generalizing knowledge. *ere is also the issue of
“algorithm weariness” among users.

In ML, for model training, decent amount of data and
resources that provide high performances are needed. *is
challenge is addressed by involving multiple GPU’s. In Real
Time Engineering Applications, an ML approach is needed
which is modeled to address a particular problem robustly.
As the same model designed to address one task in real-time
engineering application cannot address all the tasks in a
variety of domains, so there is a need to design a model for
each task in the Real Time Engineering Applications.

ML approaches should have the skill to prevent issues in
the early stages as this is an important challenge to address in
most real-time engineering applications. In the medical
domain, ML can be used in predicting diseases and ML
techniques can also be used for forecasting the detection of
terrorism attacks. As in [243], the catastrophic consequences
cannot be avoided by having faith blindly in the ML pre-
dictions. As in article [244], author states that ML ap-
proaches are used in various domains, but in some domains
as an alternative to accuracy and speed ML approaches
require correctness at very high levels. To convert a model
into trustworthy, there is a need to avoid a shift in dataset,
which means the model is to be trained and tested on the
same dataset which can be ensured by avoiding data leakages
[245].

Moving object’s location can be identified by using the
enabling technologies like GPS and cell phones and this
information to be maintained securely as tamper-proof is
one of the crucial tasks for ML. As in article [246], author
states that an object’s location information from multiple
sources is compared and tries to find the similarity, and as in
article [247] author confirms that due to network delays the
location change of the objects there is always ambiguousness
in the location information gathered from multiple sources
and the trustworthiness of such information needs to be
addressed using ML techniques.

In a connected web system, to have interaction between
consumers and service providers with trustworthiness an
ontology of trust is proposed in the article [248]. In text
classification also trustworthiness is used. As in article [249]
author states that in semantic and practical terms where the
meaning of the text is interpreted trustworthiness can be
fused. In article [250] author validates the software’s
trustworthiness using a metric model. As in article [251], the
author states that in companies and data centers the con-
sumption of power can be mitigated by utilizing ML ap-
proaches for designing strategies that are power-aware. To
reduce the consumption in its entirety, it’s better to turn off
the machines dynamically. Which machine to be turned off
will be decided by the forecasting model and it’s very
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important to have trust in this forecasting model before
setting up the machine to be switched off.

Fatigue in the alarm is generating false alarms at higher
rates. *is will reduce the response time of the security staff
and this issue is an interesting area in cyber security
[252, 253].

Some concerns associated with machine learning have
substantial repercussions that are already manifesting now.
One is the absence of explainability and interpretability, also
known as the “black box problem.” Even its creators are
unable to comprehend how machine learning models
generate their own judgments and behaviors. *is makes it

Table 4: ML state-of-the-art systems in renewable energy domain.

Reference Machine learning technique Purpose
Wind power generation
[147] Statistical machine learning techniques Short and medium forecasting

[148] Autoregressive integrated moving average and autoregressive
moving average Wind power forecasting and forecasting of wind speed

[149] Kalman filter model is used Wind-generated power and wind speed forecasting through
online

[150] Review on two machine learning techniques is done Wind speed forecasting
[151] ANN TIME SERIES PREDICTION
[152] ANN variant is used called recurrent multi-layer perception Used for the prediction of long-term power generation
[153] SVM is used To measure the wind speed
[154] Fuzzy models are used For the prediction of wind power generation.
[155] Numerical weather prediction model is used Wind power consumption and generation forecast
[156] Ensemble model is used Wind power consumption and generation forecast
[157] ANN and k-nearest neighbor approaches are used Wind power generation forecast
[158] Particle swarm optimization, k-NN and SVM are used Wind power generation forecast

[159]

Techniques considered are
(i) Random forest
(ii) Regression trees

(iii) ANN
(iv) MLP
(v) SVM

Review on machine learning techniques for wind power
generation forecasting

Solar energy generation
[160] ANN is used Solar energy generation
[161] SVM is used Power generation using solar
[162] Ensemble method Forecasting solar power generation
[163] Statistical methods Review on solar energy power generation
Hydro power generation
[164–166] RNN, SVM Rainfall prediction
[167] RNN, SVM Forecast values of rainfall depth
[168] Ensemble learning Forecast the hydro energy consumption
[169–171] ANN Hydropower plant management

Table 5: ML state-of-the-art systems in the smart manufacturing domain.

Reference Machine learning technique Purpose
Decision support
[172] SVM To estimate the products, optimize cost
[173] Least square SVM, backpropagation NN Cost estimation of the product life-cycle

[174] Genetic algorithm basedML techniques are
used For decision support systems

[175] NN and ML techniques are used Rotating equipment’s life is predicted
Plant operation and health management
[176] Markov decision is used For predicting plant operation and health management
Data management

[177] Various ML techniques are used Discussed about hadoop framework and cloud computing utilization for
managing data

[178] Various ML techniques are used How cloud can be incorporated into various product life cycles can be
incorporated

LifeCycle management
[179] Various ML techniques are used Hardware and software changes in the manufacturing can be tracked
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difficult to correct faults and ensure that a model’s output is
accurate and impartial. When it was discovered that Apple’s
credit card algorithm offered womenmuch lesser credit lines
than men, for instance, the corporation was unable to ex-
plain the reason or address the problem.

*is pertains to the most serious problem affecting the
field: data and algorithmic bias. Since the debut of the
technology, machine learning models have been frequently
and largely constructed using data that was obtained and
labeled in a biassed manner, sometimes on intentionally. It
has been discovered that algorithms are frequently biased
towards women, African Americans, and individuals of
other ethnicities. Google’s DeepMind, one of the world’s
leading AI labs, issued a warning that the technology poses a
threat to queer individuals.

*is issue is pervasive and well-known, yet there is re-
sistance to taking the substantial action that many experts in
the field insist is necessary. Timnit Gebru and Margaret
Mitchell, co-leaders of Google’s ethical AI team, were sacked
in retaliation for Gebru’s refusal to retract research on the
dangers of deploying huge language models, according to
tens of thousands of Google employees. In a survey of re-
searchers, policymakers, and activists, the majority
expressed concern that the progress of AI by 2030 will
continue to prioritize profit maximization and societal
control over ethics. *e nation as a whole is currently de-
bating and enacting AI-related legislation, particularly with
relation to immediately and blatantly damaging applica-
tions, like facial recognition for law enforcement. *ese
discussions will probably continue. And the evolving data

Table 6: ML state-of-the-art systems in smart grids domain.

Reference DL/ML technique Application
Energy forecasting
[180] Weighted regularized extreme learning machine Prediction of wind speed can be improved
[181] Fuzzy logic, NN Predict solar irradiance
[182] RFR, GBR, SVR Solar radiation can be forecasted
[183] Gradient boost, random forest, regression tree Solar irradiance is forecasted
[184] RNN Predict power and wind speed
Securing smart grids
[185] SVM Stealthy attacks can be detected
[186] ANN Consumption of energy can be analyzed
[187] DCNN *eft of electricity can be detected by analyzing data
[188] RNN Smart grids’ false attacks can be identified

[189] RNN Attacks on network and frauds in the networks based on blockchain
can be identified

[190] Kalman filter, chi-square detector, and cosine
similarity matching Attacks on communication system can be identified

Table 7: ML state-of-the-art systems in computer networking domain.

Reference ML techniques Applications
Traffic prediction
[191, 192] Supervised: MLP-NN Prediction of network traffic
[193, 194] Supervised: KBR, LSTM-RNN, MLP-NN Prediction of traffic volume
Traffic
classification
[195–197] Supervised: SVM Classification of traffic based on host behavior
[198] Unsupervised: HCA Classification of traffic based on host behavior
[199] Supervised: AdaBoost Classification of traffic based on host behavior
[200–202] Supervised k-NN, NBKE, BAGGING Supervised flow feature based traffic classification

[203–205] Unsupervised DBSCAN, AutoClass,k-means UnSupervised flow feature based traffic
classification

[206] Supervised k-NN,Linear-SVM, Radial-SVM, DT, RF, extended tree,
AdaBoost, Gradient-AdaBoost, NB, MLP NFVand SDN-based traffic classification

[207–209]

Supervised:
(i) MLP-NN
(ii) MART

(iii) Bagging DT
(iv) Extra-trees

(v) SVR
(vi) BN

Congestion inference from the estimation of
different network parameters
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privacy rules will soon influence data collecting and, by
extension, machine learning.

5. Machine Learning Applications

Because of its ability to make intelligent decisions and its
potential to learn from the past, machine learning tech-
niques are more popular in industry 4.0.

Here we discuss and summarize various machine
learning techniques application areas.

5.1. Intelligent Decision-Making and Predictive Analytics.
By making use of data-driven predictive analytics, intelligent
decisions are made by applying machine learning techniques
[2, 254]. To predict the unknown outcomes by relying on the
earlier events by exploiting and capturing the relationship
between the predicted variables and explanatory variables is
the basis for predictive analytics [7], for example, credit card
fraud identification and criminal identification after a crime.
In the retail industry, predictive analytics and intelligent
decision-making can be used for out-of-stock situation
avoidance, inventory management, behavior, and prefer-
ences of the consumer are better understood and logistics
and warehouse are optimized. Support Vector Machines,
Decision Trees, and ANN are the most widely used tech-
niques in the above areas [8, 10]. Predicting the outcome
accurately can help every organization like social net-
working, transportation, sales and marketing, healthcare,

financial services, banking services, telecommunication,
e-commerce, industries, etc., to improve.

5.2. Cyber-Security and <reat Intelligence. Protecting data,
hardware, systems, and networks is the responsibility of
cyber-security and this is an important area in Industry 4.0
[5]. In cyber-security, one of the crucial technologies is
machine learning which provides protection by securing
cloud data, while browsing keeps people safe, foreseen the
bad people online, insider threats are identified and malware
is detected in the traffic. Machine learning classification
models [255], deep learning-based security models [9], and
association rule learning techniques [3] are used in cyber-
security and threat intelligence.

5.3. SmartCities. In IoT, all objects are converted into things
by equipping objects with transmitting capabilities for
transferring the information and performing jobs with no
user intervention.

Some of the applications of IoT are business, healthcare,
agriculture, retail, transportation, communication, educa-
tion, smart home, smart governance [2], and smart cities
[256, 257]. Machine learning has become a crucial tech-
nology in the internet of things because of its ability to
analyze the data and predict future events [1]. For instance,
congestion can be predicted in smart cities, take decisions
based on the surroundings knowledge, energy estimation for
a particular period, and predicting parking availability.

Table 8: ML state-of-the-art systems in energy systems domain.

ML technique Reference Application

ANN

[217] In the buildings of industry savings of the energy are verified and measured
[218] Forecast solar radiation and predict wind speed
[219] Electricity cost is forecasted
[220] Power generation plans are created and scheduled and fluctuations in the wind power are controlled
[221] Various capacities of the renewable energy generation are optimized

MLP

[222] Plants are ranked
[223] Forecast solar radiation
[224] Predict solar power generation
[225] Predict load
[226] Solar irradiation is forecasted

SVM
[227] Forecast price of the electricity in the market
[228] Estimate the power quality
[229] Disturbances in the power quality will be classified

WNN
[230] Time series forecast
[231] Predict the speed of the wind
[232] In forecasting the wind power fluctuations can be mitigated

ANFIS
[233] A protection system is presented
[234] Demand of power is forecasted
[235] Solar radiation is forecasted

Decision tree [236] Blackout risk is forecasted
[237] Cost minimization in energy systems

Deep learning
[238] Estimation of state-of-charge of battery
[239] Predicting the electricity demand in the households
[240] Energy consumption is forecasted

Ensemble model [241] Building electricity demand is forecasted
[242] Predict buildings cooling load
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5.4. Transportation and Traffic Prediction. Generally,
transportation networks have been an important part of
every country’s economy. Yet, numerous cities across the
world are witnessing an enormous amount of traffic volume,
leading to severe difficulties such as a decrease in the quality
of life in modern society, crises, accidents, CO2 pollution
increased, higher fuel prices, traffic congestion, and delays
[258]. As a result, an ITS, that predicts traffic and is critical,
and it is an essential component of the smart city. Absolute
forecasting of traffic based on deep learning and machine
learning models can assist to mitigate problems [259–261].
For instance, machine learning may aid transportation firms
in identifying potential difficulties that may arise on certain
routes and advising that their clients choose an alternative
way based on their history of travel and pattern of travel by
taking variety of routes. Finally, by predicting and visual-
izing future changes, these solutions will assist to optimize
flow of the traffic, enhance the use and effectiveness of
sustainable forms of transportation, and reduce real-world
disturbance.

5.5. Healthcare and COVID-19 Pandemic. In a variety of
medical-related application areas, like prediction of illness,
extraction of medical information, data regularity identifi-
cation, management of patient data, and so on, machine
learning may assist address diagnostic and prognostic issues
[262–264]. Here in this article [265], coronavirus is con-
sidered as an infectious disease by the WHO. Learning
approaches have recently been prominent in the fight against
COVID-19 [266, 267].

Learning approaches are being utilized to categorize the
death rate, patients at high risk, and various abnormalities in
the COVID-19 pandemic [268]. It may be utilized to fully
comprehend the virus’s origins, predict the outbreak of
COVID-19, and diagnose and treat the disease [269, 270].
Researchers may use machine learning to predict where and
when COVID-19 will spread, and then inform those loca-
tions to make the necessary preparations. For COVID 19
pandemic [271–273], to address the medical image pro-
cessing problems, deep learning can provide better solutions.
Altogether, deep and machine learning approaches can aid
in the battle against the COVID-19 virus and pandemic, and
perhaps even the development of intelligent clinical judg-
ments in the healthcare arena.

5.6. Product Recommendations in E-commerce. One of the
most prominent areas in e-commerce where machine
learning techniques are used is suggesting products to the
users of the e-commerce. Technology of machine learning
can help e-commerce websites to analyze their customers’
purchase histories and provide personalized product rec-
ommendations based on their behavior and preferences for
their next purchase. By monitoring browsing tendencies and
click-through rates of certain goods, e-commerce businesses,
for example, may simply place product suggestions and
offers. Most merchants, such as flipkart [274] and amazon,
can avert out-of-stock problems, manage better inventory,
optimize storage, and optimize transportation by using

machine learning-based predictive models. Future of mar-
keting and sales is to improve the personalized experience of
the users while purchasing the products by collecting their
data and analyzing the data and use them to improve the
experience of the users. In addition, to attract new customers
and also to retain the existing ones the e-commerce website
will build packages to attract the customers and keep the
existing ones.

5.7. Sentiment Analysis and NLP (Natural Language
Processing). An act of using a computer system to read and
comprehend spoken or written language [275] is called
Natural Language Processing. *us, NLP aids computers in
reading texts, hearing speech, interpreting it, analyzing
sentiment, and determining which elements are important,
all of which may be done using machine learning tech-
niques. Some of the examples of NLP are machine trans-
lation, language translation, document description, speech
recognition, chatbot, and virtual personal assistant. Col-
lecting data and generating views and mood of the public
from news, forums, social media, reviews, and blogs is the
responsibility of sentiment analysis [276] which is a sub-
field of NLP. In sentiment analysis, texts are analyzed by
using machine learning tasks to identify the polarity like
neutral, negative and positive and emotions like not in-
terested, have interest, angry, very sad, sad, happy, and very
happy.

5.8. Image, Speech and Pattern Recognition. Machine
Learning is widely used in the image recognition [277]
whose task is to detect the object in an image. Some of the
instances of image recognition are social media suggestions
tagging, face detection, character recognition and cancer
label on an X-ray image. Alexa, Siri, Cortana, Google As-
sistant etc., are the famous linguistic and sound models in
speech recognition [286282]. *e automatic detection of
patterns and data regularities, such as picture analysis, is
characterized as pattern recognition [278]. Several machine
learning approaches are employed in this field, including
classification, feature selection, clustering, and sequence
labeling.

5.9. Sustainable Agriculture. Agriculture is necessary for all
human activities to survive [279]. Sustainable agriculture
techniques increase agricultural output while decreasing
negative environmental consequences [279–281]. In articles
[281–284] authors convey those emerging technologies like
mobile devices, mobile technologies, Internet of *ings can
be used to capture the huge amounts of data to encourage
the adoption of practices of sustainable agriculture by en-
couraging knowledge transfer among farmers. By using
technologies, skills, information knowledge-intensive supply
chains are developed in sustainable agriculture. Various
techniques of machine learning can be applied in processing
phase of the agriculture, production phase and prepro-
duction phase, distribution phases like consumer analysis,
inventory management, production planning, demand
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estimation of livestock, soil nutrient management, weed
detection, disease detection, weather prediction, irrigation
requirements, soil properties, and crop yield prediction.

5.10. Context-Aware and Analytics of User Behavior.
Capturing information or knowledge about the surrounding
is called context-awareness and tunes the behaviors of the
system accordingly [285, 286]. Hardware and software are
used in context-aware computing for automating the col-
lection and interpreting of the data.

From the historical data [1, 287] machine learning will
derive knowledge by using their learning capabilities which
is used for bringing tremendous changes in the mobile app
development environment.

Smart apps can be developed by the programmers, using
which uses can be entertained, support is provided for the
user and human behavior is understood [288–290] and can
build a variety of context-aware systems based on data-
driven approaches like context-aware smart searching, smart
interruption management, smart mobile recommendation,
etc., for instance, as in [291] phone call app can be created by
using association rules with context awareness. Clustering
approaches [292] are used and classification methods
[10, 293, 294] are used for predicting future events and for
capturing users’ behavior.

6. Challenges and Future Research Directions

In this review, quite a few research issues are raised by
studying the applicability of variety of ML approaches in the
analysis of applications and intelligent data. Here, oppor-
tunities in research and potential future directions are
summarized and discussed.

Research directions are summarized as follows:

(i) While dealing with real-world data, there is a need
for focusing on the in-detail study of the capturing
techniques of data

(ii) *ere is a huge requirement for fine-tuning the
preprocessing techniques or to have novel data
preprocessing techniques to deal with real-world
data associated with application domains

(iii) Identifying the appropriate machine learning
technique for the target application is also one of the
research interests

(iv) *ere is a huge interest in the academia in existing
machine learning hybrid algorithms enhancement
or modification and also in proposing novel hybrid
algorithms for their applicability to the target ap-
plications domain

Machine learning techniques’ performance over the data
and the data’s nature and characteristics will decide the
efficiency and effectiveness of the machine learning solu-
tions. Data collection in various application domains like
agriculture, healthcare, cyber-security etc., is complicated
because of the generation of huge amounts of data in very
less time by these application domains. To proceed further
in the analysis of the data in machine learning-based

applications relevant data collection is the key factor. So,
while dealing with real-world data, there is a need for fo-
cusing on the more deep investigation of the data collection
methods.

*ere may be many outliers, missing values, and am-
biguous values in the data that is already existing which will
impact the machine learning algorithms training. *us,
there is a requirement for the cleansing of collected data
from variety of sources which is a difficult task. So, there is a
need for preprocessing methods to be fine-tuned and novel
preprocessing techniques to be proposed that can make
machine learning algorithms to be used effectively.

Choosing an appropriate machine learning algorithm
best suited for the target application, for the extraction
insights, and for analyzing the data is a challenging task,
because the characteristics and nature of the data may have
an impact on the outcome of the different machine learning
techniques [10]. Inappropriate machine learning algorithm
will generate unforeseen results which might reduce the
accuracy and effectiveness of the model. For this purpose,
the focus is on hybrid models, and these models are fine-
tuned for the target application domains or novel techniques
are to be proposed.

Machine learning algorithms and the nature of the data
will decide the ultimate success of the applications and their
corresponding machine learning-based solutions. Machine
Learning models will generate less accuracy and become
useless when the data is the insufficient quantity for training,
irrelevant features, poor quality, and non-representative and
bad data to learn. For an intelligent application to be built,
there are two important factors i.e., various learning tech-
niques handling and effective processing of data.

Our research into machine learning algorithms for in-
telligent data analysis and applications raises a number of
new research questions in the field. As a result, we highlight
the issues addressed, as well as prospective research possi-
bilities and future initiatives, in this section.

*e nature and qualities of the data, as well as the
performance of the learning algorithms, determine the ef-
fectiveness and efficiency of a machine learning-based so-
lution. To gather information in a specific domain, such as
cyber security, IoT, healthcare, agriculture, and so on. As a
result, data for the target machine learning-based applica-
tions is collected. When working with real-world data, a
thorough analysis of data collection methodologies is re-
quired. Furthermore, historical data may contain a large
number of unclear values, missing values, outliers, and data
that has no meaning.

Many machine learning algorithms exist to analyze data
and extract insights; however, the ultimate success of a
machine learning-based solution and its accompanying
applications is largely dependent on both the data and the
learning algorithms. Produce reduced accuracy if the data is
bad to learn, such as non-representative, poor-quality, ir-
relevant features, or insufficient amount for training. As a
result, establishing a machine learning-based solution and
eventually building intelligent applications, correctly pro-
cessing the data, and handling the various learning algo-
rithms is critical.

16 Mobile Information Systems



7. Conclusion and Future Scopre

In this study on machine learning algorithms, a compre-
hensive review is conducted for applications and intelligent
analysis of data. Here, the real-world issues and how so-
lutions are prepared by using a variety of learning algorithms
are discussed briefly. Machine Learning techniques’ per-
formance and characteristics of the data will decide the
machine learning model’s success. To generate intelligent
decision-making, machine learning algorithms need to be
acquainted with target application knowledge and trained
with data collected from various real-world situations. For
highlighting the applicability of ML approaches to variety of
issues in the real world and variety of application areas are
discussed in this review. At last, research directions and
other challenges are discussed and summarized. All the
challenges in the target applications domain must be
addressed by using solutions effectively. For both industry
professionals and academia, this study will serve as a ref-
erence point and from the technical perspective, this study
also works as a benchmark for the decision makers on a
variety of application domains and various real-world sit-
uations. Machine Learning’s application is not restricted to
any one sector. Rather, it is spreading across a wide range of
industries, including banking and finance, information
technology, media and entertainment, gaming, and the
automobile sector. Because the breadth of Machine Learning
is so broad, there are several areas where academics are
trying to revolutionize the world in the future.
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Abstract: Fifth-generation (5G) technology is anticipated to allow a slew of novel applications across
a variety of industries. The wireless communication of the 5G and Beyond-5G (B5G) networks
will accommodate a wide variety of services and user expectations, including intense end-user
connectivity, sub-1 ms delay, and a transmission rate of 100 Gbps. Network slicing is envisioned
as an appropriate technique that can meet these disparate requirements. The intrinsic qualities of a
blockchain, which has lately acquired prominence, mean that it is critical for the 5G network and B5G
networks. In particular, the incorporation of blockchain technology into B5G enables the network
to effectively monitor and control resource utilization and sharing. Using blockchain technology,
a network-slicing architecture referred to as the Blockchain Consensus Framework is introduced that
allows resource providers to dynamically contract resources, especially the radio access network
(RAN) schedule, to guarantee that their end-to-end services are effortlessly executed. The core of
our methodology is comprehensive service procurement, which offers the fine-grained adaptive
allocation of resources through a blockchain-based consensus mechanism. Our objective is to have
Primary User—Secondary User (PU—SU) interactions with a variety of services, while minimizing
the operation and maintenance costs of the 5G service providers. A Blockchain-Enabled Network
Slicing Model (BENS), which is a learning-based algorithm, is incorporated to handle the spectrum
resource allocation in a sophisticate manner. The performance and inferences of the proposed work
are analyzed in detail.

Keywords: blockchain; network slicing; 5G communications; radio access network; 5G-CORE
network functions; beyond-5G

1. Introduction

As a result of the Internet of Things era, new time- and mission-critical applications
that incorporate 5G or B5G have been created for every sector of human activity. These
end-to-end applications are organized using a series of network services [1]. As a result,
infrastructure operators must bring computational capabilities closer to end-users to meet
the delay requirements of cloud computing. Wireless data traffic will surge in the com-
ing years as the number of mobile users and the wide range of bandwidth-hungry apps
they use increase dramatically. Next-generation (5G) and 5G wireless communication
networks will support a broader communication ecosystem, including the Internet of
Things (IoT) and Internet of Vehicles (IoV) [2]. The 5G and beyond 5G wireless commu-
nications are expected to constitute the foundation for several new applications to enable
this progress. Customer’s needs for applications have a wide range of complexity and
customers will want to be met with 5G and beyond wireless communications. Some vertical
sectors, such as industrial automation control systems and the Internet of Vehicles, need
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an exceptionally high reliability and low latency communications to meet rigorous QoS
requirements [3]. To meet the diverse and personalized QoS needs of 5G and beyond
networks, it is necessary to re-examine networking technology and network design. The
International Telecommunication Union (ITU) has categorized three sorts of users in terms
of service classification: enhanced mobile broadband (eMBB), ultra-reliable low-latency
communications (URLLC), and massive machine-type communications (mMTC), which
are all examples of new technologies that are being developed to meet the needs of today’s
mobile devices [3]. Enterprises are searching for creative solutions to satisfy their demands
and address new prospects as a result of the arrival of new technologies brought about by
5G, as well as the new business chances that have been created across all sectors. When it
comes to enterprise customers, they demand automated business and operational processes
from the time they buy the service through activation, delivery, and decommissioning.
They anticipate that services will be provided more quickly while maintaining a high level
of safety. Through the use of network slicing, communication service providers can fulfil
all of the requirements posed by their corporate clients.

The 5G network design, based on network slicing is expected to play a significant role
in the future generation of networks. The virtual network is described as a slice in network
slicing, which allows numerous independent and separated virtual networks to coexist
in the same physical network infrastructure. Using Software Defined Networks (SDN)
and Network Function Virtualization (NFV), networks may be sliced to accommodate new
services with a broad range of needs, while still using the same physical network (PN).
Slices are created by abstracting control logic and resources from the SDN controller and
making them available to the SDN nodes. SDN network slicing also makes it possible for
several tenants to share the same PN resources. On the other hand, NFV was created to
address a lack of particular communication equipment in the market. Virtual network
functions are at the heart of NFV, and they may be performed on standard servers without
the need for specialized hardware. Due to these attractive benefits, network slicing is often
used [4]. Multi-tenancy is supported via network slicing, which allows the same physical
infrastructure to be used by many virtual network operators. Network slicing may be
used to provide differentiated service and meet service level agreements. Network slicing
facilitates the capacity to build and alter network slices on demand, which increases the
adaptability and flexibility of network administration. Figure 1 shows a network situation
using network slicing. To simplify management and coordination, network slices are
used to represent the underlying physical infrastructure. Core networks (CNs), radio
access networks (RANs), and other physical resources are separated into many logical
components, resulting in various network slices that may be tailored to meet the needs
of different users [5]. Network slicing has numerous slices for diverse services and sits
above the underlying layer of the network stack. It is widely regarded as one of the most
promising technologies for 5G and beyond networks because of its ability to provide a
wide range of QoS requirements for diverse services.

By splitting the same PN into many isolated logical networks, RAN slicing may
deliver tailored services for isolated logical networks. This cost-effective and high-efficiency
network management approach is built on the concept of PN sharing. Ref. [6] has found
that RAN sharing might save the global economy about 60 billion dollars by 2022 in terms
of both capital and operating expenses. The 3GPP has conducted an extensive study of 5G
network slicing in practice.

To meet diverse QoS requirements, it is necessary to find a method for allocating
network resources that is both flexible and efficient, and this is where RAN slicing comes
into play. RAN slicing allows network operators to effectively and flexibly distribute
resources based on the performance needs of individual users. In addition to wireless
resources, these resources include those for computing and cache storage. The resources
may be used more efficiently and at a higher rate with the help of resource-allocation
technology, which can also merge diverse slices. Network slicing may be categorized
as either a static or dynamic allocation, depending on the circumstance. After deciding
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on a resource allocation and mapping approach for network slicing, the allocation will
remain static, no matter what changes occur in the environment. A key characteristic
of dynamic resource management is the capacity to adapt resource-allocation tactics in
response to changes in the environment, ultimately resulting in improved communication
service quality.
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It is critical to construct cross-domain RAN slicing that incorporates different operators
and infrastructure suppliers. For example, an autonomous driving module requires a
RAN slice that can cover a large geographical region by using services from a variety of
local operators located across the city [7]. On the other hand, traditional cross-domain
orchestrators are built on a master–slave design, which has a number of problems. A self-
interested master virtual mobile network operator (VMNO) can capture super profits
over other players, preventing them from entering the system, since they are responsible
for collecting occupants’ slice requests, resource allocations, and incentive distributions.
Second, the master VMNO must negotiate the cost of access to all the tenants’ resources
on a frequently time-intensive and wasteful basis. To alleviate incumbents’ concerns
about the ‘Master’, both research and commerce have recently laid great emphasis on
the blockchain, a distributed immutable data recorder that is capable of establishing trust
between untrusted peers. Additionally, smart contracts, which are contracts that have been
encoded and managed by computers, are optionally utilized by the blockchain without
the approval of the authority. With smart contracts, blockchain technology enables the
management systems to easily handle the complicated operations.

In this paper, we present a tabula rasa model referred to as BeNS−B5G, a RAN slicing
framework based on blockchain, which improves fairness and orchestration efficiency,
and we use reinforcement learning methods to further improve its performance. In con-
trast to conventional designs, the suggested one is distributed, with several cloud ser-
vice providers (CSPs), virtual machine network operators (VMNOs), and infrastructure
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providers (InPs) co-managing a blockchain system. Rather than merely listening to a com-
mitted master, all incumbents fight for leadership. Without the need for human discussions,
smart contracts running on the blockchain automatically record resource statuses, process
RAN slice requests, and pay incentives to resource providers. When the tenants release
the slice requests, an intelligent resource optimizer (RO) is included to assist VMNOs,
in determining the optimal resource combination that meets the requested QoS criteria of
RAN slice.

The rest of this article is organized in the following manner. We begin with a com-
prehensive analysis of RAN slicing and the blockchain method, followed by a discussion
of the obstacles associated with implementing the blockchain-enabled network slicing
framework. We propose a RAN slicing architecture that leverages the distributed and
automated nature of blockchain technology and incorporates a novel consensus mecha-
nism to assure system performance, while aligning with incumbents’ economic objectives.
Following that, we further reduce slice requesters’ costs by using Federated Learning (FL)
methods to determine the ideal resource combination. The learning algorithm’s benefits
are assessed via simulations, and associated future approaches are considered as well as
outstanding concerns.

2. Related Work

The exhaustive related work on cognitive radio networks has been studied based on
the following categories:

• Cognitive Radio over 5G and Beyond Networks;
• Network Management in 5G and Beyond Networks.

2.1. Cognitive Radio over 5G and beyond Networks

Abubakar Makarf et al. (2020) [8] explored combining the Radio Information Sys-
tem (RIS) and Monte Carlo concept within a network to maximize the potential benefits.
Two different RIS-based network models were investigated, and many performance mea-
sures connected with the CR secondary user were implemented. The obtained equations
were validated using Monte Carlo simulations. In the presence of an RIS-enhanced main
network, the results showed the influence of key system parameters and a clear improve-
ment in the CR network. According to Zhaoyuan Shi et al., the massive MIMO which is,
underlying the cognitive radio user selection schema, is aware of the QoS requirements
of the channel requested (2019) [9]. There are two major ways in which a CR may be
implemented: The Channel State Indicator (CSI) of any cross-network is inaccessible at the
secondary base station (SBS), but the SBS has access to the CSI of the cross-channel channel
state. Low-complexity algorithms for increasing users while using the least amount of
power (IUMP) and methods for decreasing users while using the most amount of power
(DUMP) were developed to solve user selection via power allocation. The intractable
challenge was addressed using a deep reinforcement-learning-based method, enabling the
SBS to accomplish effective and intelligent user selection. In simulations, these algorithms
dramatically outperform the current user selection approaches. Our neural network was
able to rapidly learn the best user selection strategy in an unknown dynamic environment
with a high success rate and fast convergence, as the findings also revealed. Kok-Lim Alvin
Yau et al. [10] focused on how CR and the Cognition Cycle have been integrated into 5G to
deliver spectrum efficiency, energy efficiency, enhanced quality of service and experience,
and cost-efficiency (2018). Open research opportunities and platform implementation were
made accessible to inspire new research in this area. Gianfranco Nencioni et al. (2018) [11]
discussed the fifth-generation (5G) of cellular networks, which is expected to represent a
significant advancement in wireless technology. A variety of new wireless technologies will
be implemented to better serve 5G’s wide set of requirements, including upgrades to the
radio access network. It was demonstrated that the convergence of many communication
technologies has been facilitated by embedding softwarizations such as Software-Defined
Networking (SDN) and Network Functions Virtualization (NFV). Through network slicing,
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5G networks may be constructed at low cost. By using an SDN/NFV architecture, 5G radio
access and core networks will be able to deliver network services more efficiently, flexibly,
and in a more scalable manner. The authors also discussed software-defined 5G radio
access and core networks, as well as a wide range of future research topics in orchestration
and control. Johana Hernández et al. proposed cognitive radio management (2018) [12].

2.2. Network Management in 5G and beyond Networks

The most available route for the opportunistic transmission of secondary user data is
chosen throughout the decision-making process as a result of the main user characterization-
model’s efficiency. It was claimed that an approach based on deep learning and long
short-term memory might lessen the forecasting error now present in future significant
user estimates in the Global System for Mobile Communication (GSM) and WiFi frequency
bands. When compared to alternative approaches, such as multi-layer perceptron neural
networks, Bayesian networks, and adaptive neuro-fuzzy inference systems, the results
indicate that a lengthy short-term memory may significantly enhance the estimates of
channel utilization (ANFIS−Grid). The neural structure has input, forget, and output
gates, which complicates its implementation in cognitive radio networks (CRNs) based
on core network topologies, despite the fact that a long short-term memory fared better
at time series forecasting. Aaron Yi Ding et al. developed the criteria for assessing the
restrictions of 5G-driven applications (2018) [13]. The usual hurdles and needs for various
application domains were studied using 5G networks as a basis. The major objective was
to create a network architecture that could adapt to changing traffic patterns, while also
supporting diverse technologies, such as edge computing, blockchain-based distributed
ledgers, software-defined networking, and virtualization. We underlined the need to
perform 5G application pilots to better understand how 5G networks are deployed and
utilized in different vertical industries. Xingjian Li et al. investigated the issue of spectrum
sharing in a cognitive radio system with a main and secondary user (2018) [14]. Secondary
users are at odds with prime users. In particular, it was assumed that the primary user
would alter its transmitted power in accordance with a pre-defined power management
strategy. The secondary user has no idea what the main user’s transmission power and
power control method are. For the secondary user, a power control system based on
learning was developed to share the same spectrum with the main. To assist the secondary
user, a network of sensor nodes was strategically placed across the wireless network to
collect data on the received signal strength. The secondary user’s transmission power may
be automatically adjusted using a deep reinforcement learning algorithm. This may be
performed after a few rounds of interaction with the principal user. The results showed that
secondary users might effectively connect with main users to achieve the desired state from
any beginning situation in a few steps. When Maria Massaro et al. (2017) [15] examined the
Licensed Shared Access (LSA) and Shared Access Spectrum (SAS) regimes in the EU, they
discovered significant disparities between the LSA and SAS regimes. To acquire information
on the technical and regulatory components of current and forthcoming spectrum-sharing
regimes, policy documents, research publications, position papers, and analytical studies
were studied. The LSA regime is notable for providing mobile operators with the regulatory
certainty they need to invest in 5G, while also granting them access to an additional
spectrum below 6 GHz. Other spectrum-sharing regimes will not safeguard cell operators
from hazardous interference or ensure trustworthy Quality of Service (QoS) while utilizing
sub-6 GHz airwaves. Due to its lower level of technical complexity, the LSA regime can
be deployed more rapidly and with less effort when the two techniques are compared.
However, as technology progresses, the LSA regime is projected to be surpassed in the
long run by the SAS regime. More persons may share the same frequency channels under
the SAS setup. A cognitive WLAN overlay over an OFDMA TDD main network was
tested for saturation throughput by Parisa Rahimzadeh et al. (2017) [16], e.g., using LTE or
WiMAX. The successful node delivers its data packet in the main network’s downlink and
uplink subframes that have empty resource blocks (RBs). Unlike the OFDMA structure
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and time-scheduled resources in the primary network, the opportunity length in the
secondary network does not follow a straightforward exponential on–off pattern. There
is a mathematical model for the dynamic behavior of secondary node opportunities and
contentions that incorporates a discrete-time Markov chain and two connected open multi-
class queueing networks (QNs). As a random number is created when data are downloaded
and uploaded, our research includes the random packet transmission time on WLANs,
the dependency on the number of empty RBs in the subsequent frames, and aspects
of the 802.11 MAC protocol. Multiple resource allotments were inserted into the main
network for the purpose of conducting the analysis. We were able to demonstrate the
correctness of our method via simulations in a variety of different situations. Cheng
Wu et al. (2016) [17] developed a multi-agent reinforcement learning-based spectrum
management approach. For efficient spectrum and transmit power allocation, the approach
employed value functions to evaluate the advantages of different transmission features,
maximizing long-term return. Using a variety of learning factors, students were exposed
to a variety of real-world circumstances, and their communication skills were evaluated.
A Kanerva-based function approximation was utilized to enhance the management of large
CRNs, and to examine the impact on communication performance in these networks. The
proposed reinforcement learning-based spectrum management in a cognitive radio ad hoc
network is shown to considerably minimize interference to licensed users, while preserving
a high probability of successful transmissions in this network. The secondary users’ average
sum rate was increased by Yang Yang et al. (2017) [18] by determining the best way to
access and regulate their power in multiple bands (ASR). We represented the random
distributions of PUs and SUs using Poisson point processes (PPPs) based on stochastic
geometry, from which we were able to compute the closed-form outage probability and
estimate the ASR of SUs. On a number of bands, the ASR maximization problem included
an outage probability. The optimal density of SUs with a given power was determined
using closed-form convex optimization, and the optimal SU power was calculated and
ASR convexity was checked. These findings prompted the creation of a spectrum access
and power management strategy aimed at optimizing the ASR of SUs over several bands.
The results of the simulations reveal that PUs and network interference limit SUs’ density
and power, and that the proposed approach can achieve the maximum ASR for the SUs.

With the exhaustive survey on network management in 5G and beyond networks, it is
becoming ever clearer that resource allocation becomes a tedious process with the dynamics
of 5g and Beyond 5G networks. Hence, to focus on an efficient and reliable resource
allocation technique, we incorporate a state-of-the-art blockchain-enabled network-slicing
method with 5G and beyond networks.

3. Blockchain-Enabled Network Slicing in 5G

In this section, we develop a blockchain-enabled RAN slicing architecture that encom-
passes all stakeholders in the 5G and beyond network slicing scenario, ensuring invisible
automation, transparency, and optimal interactions between them. The suggested design
is consistent with the smart contract as a management platform paradigm, in which all
services are supplied by contracts and are invoked by users through transactions. InPs,
VMNOs, MNOs, and CSPs are all incumbent members of the RAN slicing architecture.
All of these players are agents in the FL and blockchain-enabled RAN slicing, and all users
except occupants are users [19]. The following criteria are used to choose agents. On the
one hand, agents should have robust capabilities for storing and validating blockchain
data, as well as the ability to remain online at all times. As a result, occupants would be
less qualified for the task.

3.1. Spectrum Sharing and Slicing in 5G

We are proposing a dynamic spectrum sharing and slicing system using broad sensing
to overcome this limitation of sharing most of the unused spectrum bands to gain additional
spectrum resources for 5G.
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Terminals and fixed sensors track the spectrum of use of a primary user in this system.
Another system’s transmission spectrum or power must be dynamically identified from
enormous tracking data when spectrum sharing is necessary. During spectrum sharing, the
secondary user must determine whether or not they are interfering with the PU. Interference
between the PU and SU is avoided by changing the transmission spectrum, power, or linked
network. Regardless of whether the principal user is migrating or not, this technique may be
used in a variety of systems. A paradigm for dynamic spectrum sharing in the 5G−CORE
network is also proposed in this paper. We concentrate on the scenario in which the base
station is responsible for implementing the dynamic spectrum-sharing features. As an
addition to the DSA, we offer an implementation strategy for dynamic spectrum sharing.

Figure 2 shows the dynamic spectrum-sharing mechanism. Dynamic spectral monitor-
ing, the sharing of existing spectral bands, and the coordination of the utilization of unused
spectra comprise the system. Terminals and fixed sensors monitor the primary user’s
spectrum utilization via dynamic spectrum monitoring. A spectrum sharing condition,
such as the availability of a spectrum band or transmission power, is dynamically defined
in the current spectral bands for sharing. During spectrum sharing, interference between
primary and secondary users might alter the sharing conditions.

3.2. Bands That Share a Spectrum Range

The received powers of primary users with several terminals and fixed sensors are
calculated using these functions. With terminals and mobile-dispersed monitoring, a watch
can be kept on a large region. On the other hand, fixed sensors in shared spectrum bands
can keep an eye on a wider spectral range. The base station receives a summary of the
monitoring data. However, when the monitoring data is delivered, the system’s overhead
would be enormous. Data collection through street-pass communication between terminals
may be explored to reduce the quantity of transferred data. To determine how well the
sharable spectrum is being utilized, and to avoid interference, data from the base station
are collected and analyzed.

3.3. Dynamic Environmental Monitoring

This function determines whether large numbers of data should be shared. Fast
and dynamic data analysis using edge computing and distributed databases are used to
determine the current state of affairs. The interpolation and inference of frequent utilization
situations are used to determine the sharing condition [20]. The secondary base station and
secondary terminal interact according to the set conditions.

3.4. Utilization of Shared Spectrum Bands

PU—SU interference may arise while they switch locations throughout normal usage.
To avoid interference, the secondary user’s transmission spectrum or power should be
modified without affecting the PU. The PU—SU communication regions are estimated using
the data gathered through monitoring. Autonomous radio coordination or autonomous
network coordination is carried out based on the estimated regions [21]. The power or
spectrum of the transmission in the same band may be changed automatically through
radio coordination. If the secondary user is still interfering with the primary user after
radio coordination, the network connection for the secondary user is replaced. Figure 2
shows the dynamic environmental changes of the PU and SU.

3.5. Dynamic Spectrum-Sharing Specification for the 5G−CORE Network

Figure 3 presents a framework for dynamic spectrum sharing in the 5G−CORE net-
work, where three application situations in terms of the placement of the component
functions are explored. Configuration the base station, on top of an AMF, and outside the
5G−CORE network are the first two possibilities.
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3.5.1. Scenario 1—Configuration in Radio Access Network

The Radio Access Network regulates the user equipment linked to the network.
The RAN may use the sharable spectrum, and coordinate when interference occurs without
a burden on the main network. The RAN cannot identify the interference until the primary
user reaches the edge of the secondary user’s territory, since the RAN has information
about its own area. This indicates the PU—SU interference. Therefore, the design becomes
successful in communication systems where the primary user does not relocate.

3.5.2. Scenario 2—Configuration of Access and Mobility Management Function

Since the core network may gather data from several RANs, it is possible to cover
a large region by using multiple RANs. The core network is far more sensitive to the
presence of the primary user than the RAN. As a result, in systems where the principal user
travels, this use case is effective. There is a delay in detecting and coordinating interference,
because the core network must gather data from many RANs.

The following section discusses the configuration of the RAN and a learning-based
channel allocation mechanism for the specified model.

3.6. Configuration of Radio Access Network

The 5G cellular networks are divided into four sub-segments using a Multi-Layer
Stratified Networking paradigm that incorporates Machine Learning and Cognitive Radio
technology. We use a three-level MAS paradigm for the core network, secondary users,
and primary users to create a complex Multi-Agent System that incorporates AI and
Cognitive Radio technologies. In the age of AI, robots are able to see and learn from their
surroundings in the same way as humans. Furthermore, in an Artificial Intelligence (AI)
system, people may achieve great abilities via clustering algorithms. Meanwhile, a plethora
of AI solutions have opened the way for optimizing network connectivity and allocating
resources. Furthermore, 5G cellular networks may benefit from the merging of AI and
CRNs, providing the network with the same intelligence and autonomy as a human. The AI
and machine learning methods are presented in such a way that how far it is important
to incorporate a learning-based system for the CRNs [22]. Reinforcement Learning can
be collaborated with the CRNs for channel sensing and allocation and dynamic routing.
With the help of RL, CRNs’ primary and secondary users may more efficiently use their
local operating environments’ spectrum resources by using online learning behavior and
adopting the best actions possible.

Our architecture integrates AI technologies with channel resource management and
Base Stations’ resources management in 5G communications to ensure the QoS needs
of CRN users, maximize spectrum utilization, and optimize the BSs resources control
approach. While the reinforcement learning algorithm performs well in CRNs, learning
strategies also rely on the network’s system features, which include solitary, multi-agent, hi-
erarchical, and distributed networks. We have utilized multi-agent reinforcement learning
for cooperative power distribution in CRNs. It is also claimed that CRNs use a reinforce-
ment learning system to estimate the throughput and discover accessible idle channels.
In addition, the distributed optimization technology of a heterogeneous small cell network
is given. Cognitive Radio consumers may expect improved resource efficiency and QoS
assurances with AI-based hierarchical and distributed network technologies.

4. Learning Based Slicing (Channel Resource Allocation) for the RAN in 5G-CORE

We examine the channel resource allocation technique for a Multi-Agent System with
several primary users and secondary users. An agent is a CR user, and the environment
considers all the PU—SUs over the 5G network. Each agent acquires information and
makes decisions in response to an environmental input and spectrum resources are al-
located in a dynamic manner to maximize each agent’s advantage. The Multi-Agent
Reinforcement Learning method is seen in this light as addressing a decision problem in
the Multi-Agent System. Additionally, we must investigate agent behavior, and provide an
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appropriate technique for Multi-Agent Reinforcement Learning [23]. From this vantage
point, interventions need three components: an actor, a context, and rules. Each of these
components is discussed in depth in the following sections. In the suggested paradigm,
agents are basic, consisting of the PU and SU. Each agent is a self-contained entity capable
of sensing, observation, learning, and decision making. These agents behave according to
well-defined rules, while interacting with the environment of a CRN. We abstract a model
of a Multi-Agent System that incorporates an intelligent Base Station control mechanism
and dynamic spectrum allocation. Every agent decides on an action by observing, learning,
and deriving a perceptive state from the environment

4.1. Environment

A partially observable Markov decision-making process can be used to define the
environment. In the Multi-Agent System model, while an agent makes a decision, the rest
of the agents become idle, and a Markov decision process is used to define the environment.
While a PU-agent and environment interaction takes place, CRNs consider all other agents,
including the PU and SU, to be the environmental components.

4.2. Rules

Rules are critical in Multi-Agent Reinforcement Learning. This article discusses two
distinct kinds of agent rules: isomorphic or heterogeneous. Primary User-to-Primary User
and Secondary User-to-Secondary User policies are isomorphic, while Primary User-to-
Secondary User policies are heterogeneous agent rules. PUs–SUs interactions provide
incentives and rules.

In the Multi-Agent System, Primary User-to-Primary User competition occurs. The
Primary Users begin by acquiring channel resources given by BSs. The Primary Users
then use a part of their resources and distribute the remnants to the Secondary Users. The
Secondary Users must compete for unused channel resources. As a consequence, a system
for resource allocation among Primary Users should be developed to ensure that their
advantages are maximized.

4.3. Secondary User to Secondary User

The SU agent is the first to receive information about the channel’s resource consump-
tion status, which includes the active channel count and the PU—SU count. Between the
CR users, there are two sorts of relationships: competitive and neutral. Mathematically,
we may assume that the numbers of channel resources, Primary Users, and Secondary
Users are A, B, and C. Secondary Users are in a state of neutrality when A–B.C. As a
consequence of bargaining among the Secondary Users, the different idle channel resources
may be occupied. When A–B.C occurs, a competitive link between the Secondary Users
exists as well as A–B subchannels. These Secondary Users compete directly for spectrum
resources in the A–B subchannels. As a consequence, each Secondary User must develop
an appropriate policy.

4.4. Primary Users to Secondary Users

PUs−SUs communicate and learn inside CRNs. PUs make the most efficient use of the
spectrum resources made available by the Base Stations during the encounter. Following
that, the Secondary Users may be allocated idle resources. As previously mentioned,
N Secondary Users compete for spectrum resources with S = (s1, s2, . . . , sn) data needs.
Primary and Secondary Users both strive to maximize resource usage in a dynamic multi-
agent environment. To perform this, Primary Users must be able to distinguish Secondary
Users and their data needs. Each Primary User has an allocation, a request, and a wait
strategy. When a Primary User’s idle resources are adequate for provision to the Secondary
Users, the Primary User chooses to wait; however, when the Primary User’s idle resources
are insufficient for allocation to the Secondary Users, the Primary User decides to seek
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resources from other Primary Users. Thirdly, when another Primary User submits a request,
the current Primary User determines whether to approve it.

4.5. Evaluation Methods

Machine learning is concerned with deriving a function from a noisy set of data,
referred to as the training set, which was created by an unknown true function. Supervised
learning and reinforcement learning are two machine learning techniques that are useful in
this context. Supervised learning derives a function from a series of data pairs supplied
by a supervisor, each of which has an input and a desired outcome. Artificial Neural
Networks are a family of function approximators that may be customized for a particular
job by adjusting their weights appropriately [24]. Training an ANN entails progressively
adjusting its weights to minimize the error function between the ANN-represented function
and the real function’s actual noisy data samples. The term “backpropagation” refers to
the practice of applying gradients to ANNs. On the other hand, reinforcement learning is
concerned with how a software agent learns to act in a particular environment to accomplish
a certain goal, such as the maximization of a particular kind of reward. As a result, it is
well-suited to resolving control difficulties, such as those seen in Radio Resource Manager.
Following that, we look at a model-free case in which the issue is fully described with three
components: the state, action, and reward. The state s is a tuple of variables referred to
as features that uniquely describe the agent’s surroundings in terms of the task at hand.
The action a denotes the agent’s modification of the surrounding environment. The reward
function r is a multi-objective scalar function that quantitatively represents the agent’s
goal. The agent’s interaction with the environment throughout time is characterized by
a sequence of tuples (st, at, rt+1, st+1), each of which represents a state transition caused
by the agent executing actions on the environment and receiving rewards. The goal of
reinforcement learning is to construct a policy from a collection of transitions that, given a
state, generates the action to perform to maximize the cumulative long-term reward. Thus,
a reinforcement learning system establishes a connection between rewards and distantly
related behaviors—the technical word for this is credit assignment. A reinforcement
learning approach should quickly transition an agent from a blank slate state, in which it
has no idea of how to behave, to an ideal state. Making the fewest potential mistakes on
the way to quasi-optimal behavior is referred to as regret minimization, a notion that is
strongly connected to the problem of balancing environmental exploration and knowledge
extraction. This progression from exploration to exploitation may take a number of forms.

4.6. Blockchain-Enabled Network Slicing Agents (BENS-Agents)—An Intelligent Multi
Agent System

For the sake of the design, a private blockchain has been used as shown in Figure 4.
Employing the user front end, consent is written or recorded on the network of blockchains
that are based on the Hyperledger Fabric after signing up for the service and saving the
appropriate information on the database. The Core Network Slice ID, the Access Network
Slice ID, and the Network Access Slice Information are all included in the details of the
consent. A user has the option of mentioning whether they are ready to grant entire
or partial access to the resource. When a user records their consent data on blockchain,
an administrator has the ability to verify those details and then provide access to research
organizations. Using the front end of the organization, the organization on the network
is able to view the consent information of the user, and access may be sought from the
healthcare administrator if the user has provided full access. The organization’s front-
end interface may also be used to request more access if necessary. When a research
organization asks for further consent from a user, the user’s account will be updated with
a notice. The information will be logged in the network as a transaction regardless of the
user’s decision on whether or not to comply with the request. In the event that the request
has been granted, the administrator will have permission to exchange the data with the
organization on an as-requested basis. It is possible for the network to keep a record of the
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specifics of an individual user’s request to have their data removed. The transaction will be
updated with the new information. After verifying the information provided by the user,
the administrator promptly removes the information from the database.
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An Intelligent Agent (IA) adapts the AI properties, such as:

• Actions—the responding capability of an agent towards environmental changes
and events;

• Perceptions—environment-provided data, which on further process, the data will be
accumulated as information;

• Goals—system objectives;
• Events—update beliefs and perform actions;
• Beliefs—the processing of environment-provided accumulated information;
• Messages—the interaction of agents;
• Plans—achieving goals and handling events;
• Protocols—interaction rule sets.

4.6.1. BENS Agent Blocks

Figure 4 represents the blockchain consortium which depicts the slice requirements
and requisition message formats. In addition to the vast amount of user equipment
competing to access a large number of spectra, various applications will have their own
QoS requirements. The QoS requirements are to be considered for channel assignment.
The QoS-aware Application-specific agent behavioral model is formulated in such a way
that each device enabled with Intelligent Agents will intelligently make spectrum access
decisions with the help of their observations. QoS requirements are incorporated into
the learning process, and the learning process is enhanced with learning transfer and
cooperative learning mechanisms to adapt to the distributed heterogeneous environment.
When new user equipment joins the environment, or when it applies for a new service,
it can directly search for the expert agent among the neighbors, and by utilizing the learning
transfer model, it can infer the knowledge about the data it seeks from the expert agent.
The actions and events are in the cooperative learning model, and the data shared can be
utilized for decision making.

BENS incorporates Neural Networks to switch from the observed state to actions
through various layers, instead of relying on Q-values and its memory storage. Any
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high-scale complex model can be realized using Neural Networks with the help of multi-
dimensional data. Additionally, by using the experience replay and generalization capa-
bilities of Neural Networks, BENS may enhance network performance. A large number
of communication entities can attempt to access a highly constrained spectrum resource
in 5G and beyond 5G networks. This can be framed as a learning problem of the Multi
Agent System. Every agent expects the network environment to offer spectrum resources
and allied services by being in a state in which they can observe the environment. Our
proposed approach to design a multi-agent system comprises of two stages, as follows:

4.6.2. Training Stage

The training stage for a BENS multi-agent system is proposed to have the following
list of behavioral characteristics

• The agents are all the communication linkages, and the wireless network serves as
the environment.

• By integrating with the environment, each agent intelligently monitors its present condition.
• Then, based on the learned policy, it makes a decision, and selects an action.
• Following that, the environment provides each agent with a new state and an

instant reward.
• All agents intelligently learn new policies in the future time step based on the input.
• An established replaying method is used to increase the rate of learning, the effi-

ciency of learning, and the stability of learning toward the ideal policy for expansive
access control.

• The storage memory is used to store the training data.

4.6.3. BENS Training Stage Algorithm (BENS-T)

The BENS-T Algorithm [Algorithm 1] is a reinforcement learning algorithm that
operates inside a 5G environment. The algorithm is based on a Markov model that has
numerous states and actions. The algorithm decides the action to take in each state by
accumulating knowledge about the values associated with each possible action. In addition
to that, it combines many exploration methodologies within its overall architecture. It has
been shown that the algorithm will eventually arrive at the best course of action for
each state.

Algorithm 1. BENS—Training Algorithm (BENS-T).

1. Input: BENS framework, scenario emulator, and all applications’ QoS requirements.
2. For every session i = (1, 2, . . . , to M)instancs, perform the following:
3. Initialize: every agent Q-network where, function Q(p, b), rule-based approach ϕ(p, b),

load β, refactor W;
4. Perform process Instance = (0, 1, 2, to F);
5. Every agent keeps track of its condition Ts;
6. Randomly select action Ac with probability λ;
7. Alternatively, randomly select action Ac with probability = max arg a∈A Qt(Ps, bs, µs);
8. Carry out an action at, then collect a reward Wins;
9. Record a fresh state Ts+1;
10. Store refactor Wins = (ps, bs, W(ps, bs), Ts+1) in memory O;
11. Repeat for every agent, proceed;
12. Randomly sample a micro-data ks in O;
13. Add µs—Update;
14. Incline to update µs+1;
15. Update ϕ, the policy with Q-max_value;
16. Perform action on ϕ;
17. Conclude the loop for;
18. Conclude the loop for;
19. Return: Return trained BENS models.
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4.6.4. BENS-Agent Learning Algorithm (BENS-AL)

Algorithm 2 aggregates and groups agent data by observing and identifying the neigh-
borhood agents. The agents are performed with actions and rewards with the decisions
based on aggregated data.

Algorithm 2. BENS-Agent Learning Algorithm (BENS-AL).

1. Input: BENS structure, simulation of environment parameters, and QoS parameters of
end applications.

2. Initialize: Every agent in observation stage S;
3. Learning transfer: If found new agent/service;
4. Identify the neighbors of agent and transfer information;
5. Analyze If the information exist
6. Identify Expert Agent EA;
7. Extract EA information;
8. Check and do database update Dt;
9. Set transmission rate µ;
10. Select an appropriate action At;
11. Cooperative learning: Every group CG share actions and observed data;
12. Aggregate the group data CGD;
13. Set join policy πg(CGg) and aggregated value Ag(CGg, bg), and Set aggregated action AGg;
14. Execute action AGg, receive reward RWg;
15. end if.
16. End BENS-AL

5. BENS-5G: Procedure for RAN Slicing in 5G-CORE

We devised a mathematical model of the CRN-enabled 5G in different scenarios:

1. No channels are reserved;
2. Certain idle channels are allocated for the PUs. To begin, a wireless channel is

mathematically designed for NONRES and RES.

Whenever a wireless channel is devised, it is always as a two-state Markov process.
An Occupied State indicates that a PU is now occupying the current channel. An Unoc-
cupied State is a channel that is not in use by a PU, and is thereby accessible to an SU.
Allow for M wireless channels in the system. As a result, the transition probability P(a,b)
represented in Equation (1) indicates that there are a number of vacant channels in the
present frame, and b in the following frame.

Pa,b = ∑min(a,a−b)
y′=max(a−b,o)

(
a
y′

)
Pa−y′

00 Py′
01

(
A− a

x′

)
Pa−y′

11 Py′
10 (1)

where, in this case, x = b − a + y’. The y’ and x’ represent the number of channels that
have changed their state from Vacant to Occupied and Occupied to Vacant, respectively.
Spectrum sensing with inaccuracies introduces malfunction and misses detection issues.
As a result, the number of observed vacant channels is a measure of the total range of actual
vacant channels, indicated by Equation (2): a′(a), which is given by:

a′(a) = a− a
(

p f a

)
+ (A− a)(1− pmd) (2)

where p f a is the false alarm probability;
pmd is the detection probability;
1 − pmd is the miss-detection probability.

5.1. Assumptions

There are N channels, each of which is shared by primary and secondary users, with
the main user taking precedence over the secondary user(s). Calls from primary users occur
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at a rate of λ1, while calls from secondary users occur at a rate of λ2. The µ1 and µ2 are the
respective service rates. The following assumptions are made:

(1) When a PU joins a channel already occupied by SUs, the SU is constantly aware of the
PU’s presence. Notably, this causes a temporary clash with the principal user. A search
for a new channel is then initiated by the SU. The SU will check the remaining channels
at random until it finds a free one or determines that all the bands are occupied. The
likelihood of a free channel being occupied is dictated by the probability of a false
alarm occurring, and the probability of an occupied channel being free is given by the
probability of a miss detection occurring.

(2) All state changes are immediate, implying that the time required to find a free channel
is insignificant.

(3) An SU is aware of the channels that are being used by other SUs and will avoid them.
For example, the relevant information may be conveyed through a signaling channel.

(4) A PU is aware of the channels that other PUs are using, ensuring that there are no
clashes between primary users.

(5) In the event of a channel collision (between the PU and SU), both conflicting users
continue the transmission in the channel. Notably, the collision between the PU and
SU is believed to be brief, and does not result in the PU exiting the channel.

(6) The sequence in which new free channels are identified is random. When a free
channel is found, or all channels are confirmed to be occupied, the search comes to an
end. Many channels may be searched before halting the entire procedure.

5.2. Procedure Model

A two-dimensional Markov chain is used to represent the system. Tuples P and Q are
used to represent the number of channels used by primary and secondary users, respectively,
in the system states. There are two primary user and one SU in the (2,1) example. Assume
that K is the number of channels in the system that are accessible. N is the maximum
number of users, primary and secondary, on a given channel. As a result, the limitations
being enforced are 0 ≤ P ≤ K, 0 ≤ Q ≤ K and 0 ≤ P + Q ≤ K. Let z(P, Q) be the duration
spent in state by the system state (P, Q), which signifies the probability of steady-state.

5.3. State Transitions

The following chart depicts the state transition diagram where three channels are used.
Iterating through all possible channel and detection event sequences yielded the state-
dependent transition rates. Consider the progression from state (1,1) to state (2,1). (1,0). The
detection events and the channel search order changes are shown in this section. One of
two occurrences might cause this transition to occur. During the first scenario, the current
secondary user call is terminated at a rate of two, which reduces the number of secondary
users by one. When a new primary user joins an existing secondary user’s channel, it forces
the secondary user to hunt for new channels. A collision between an existing secondary
user and an already existing PU results in both calls being dropped, leaving just the new
primary (1,0). To go a little deeper, start with the current state of affairs (1,1). It is possible
for the new PU to utilize either an existing channel, or one that is currently being used by
a secondary user, since the main user is aware of any existing PU. Since the new primary
user is not worried about secondary users, they will approach the primary user’s channel
with a probability of 0.5. This results in a collision with probability PM when the secondary
user connects straight to the current user’s channel with a probability of 0.5. Secondary
users may connect to a free channel (with a chance of 0.5) first, and then continue to the
primary user channel, and obtain a misdetection if they are unsuccessful. The process of
movement is from a state (2,1) to another (3,0). The secondary user will always be forced
by the new primary user to leave the channel, and search for other accessible channels. It is
possible for the secondary user to accurately identify that the primary user is consuming
the two extra channels with probability P. Figure 5 represents the state transitions which
happen in 5G CORE functions during slice mapping.
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5.4. BENS Algorithm for Channel Reservation (BENS-R)

The BENS-R algorithm [Algorithm 3] optimises channel usage by implementing an
adaptive channel reservation method based on PU activity. It also offers priority-based
access to various kinds of SU traffic for which the sample given in Table 1, which leads to
an increase in network system capacity and heterogeneity.

Table 1. Simulation Parameters.

Parameters Values

Cell Radius 500 m

Carrier Spectrum/Bandwidth 2 GHz, 100 MHz

Inter-device Distance (max.,) 75 m

Number of Primary devices 100, (200–600)

Number of channels 100

Number of SU devices 500, (1000−3000)

Latency benchmark value (1, 2, 4, 6, 8)

SINR Threshold 5 dB

Max Transmit power of each device 500 mW

Device power consumption 50 mW

Device power consumption 50 mW

Packet size 1024 bytes

Algorithm 3. BENS Algorithm For Reservation (BENS-R).

Input: N number of available channels in the CRN,
Nnp Number of PU-occupied channels in Unreserved CRN
Nns Number of SU-occupied channels in Unreserved CRN
Nrp Number of PU-occupied channels in Reserved CRN
Nrs Number of SU-occupied channels in Reserved CRN
fa number of failed channels in the CRN
maxres number of maximum reserved channels
values Ki such that Ka+1 < Ka < Ka − 1 < Ka − 2...< Ki <...<K0;
i = 1 to a, where Ka and Ka+1 = 0

Output: M number of reserved channels in the CRN,
Step 1: Calculate β = (pn + qn + pr + qr)/(Q − e)
Step 2: Find MAvailable = Q − (pn + qn + pr + qr + e)
Step 3: Find RN = pr + qr
Step 4: while(k > 0) do

if (ki + 1 ≤ β < ki)
thentraffic_threshold_level = j;
k = k − 1; repeat

Step 5: do break;
Step 6: end
Step 7: Switch to operating mode:

• Operating mode = 0 indicates that the objective is to increase the retainability of
current monitoring services.

• Operating mode = 1 denotes the increase in the availability of channels for
fresh users.

Step 8: if selected Operating mode = 0 then
Step 9: M’ = maxres − traffic_threshold_level
Step10: end
Step 11: if selected Operating mode = 1 then
Step 12: M’ = maxres − (a-traffic_threshold_level)
Step 13: end
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6. Performance Analysis

We analyzed the benefits of the reservation of channels strategy in the CRN for individ-
ual SUs and the entire system. To begin, the analytical models developed in previous sec-
tions are utilized to analyze the traffic for each SU. Additionally, a simulation model for SU
traffic-based CRNs is developed in OMNET++ to investigate and confirm the performance
increase in the Reservation-enabled CRNs, compared to CRNs with unreserved channels.

From Figure 6, as the channel reservation reduces the Secondary User’s spectrum use,
it is evident from the figure that the reserved CRN has a lower Secondary User throughput
than the unreserved CRN. As the number of reserved channels for the Pus decreases, the
number of Sus allowed into the CRN increases, resulting in an increase in the overall
system throughput, as depicted. However, this increases the amount of interference and
the number of incorrect packets received by the Secondary Users.
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Figure 7 depicts a temporal average plot of the proportion of time during which
incorrect packets are received by receivers at the SUs’ end. It is observed that in an
unreserved CRN, incorrect packets account for about 4/5th of the entire transmission time,
but in a reserved CRN, this proportion is drastically decreased. The overall number of
SUs that drop likewise reduces significantly in the reserved CRN. The analytical model
for SU traffic demonstrates the user-centric requirement of a channel reservation system
for ensuring QoS in real-time applications. On the other hand, the simulation model
demonstrates the reserved CRN’s benefits as a system, and further verifies the reserved
channels for the PUs. Thus, the contribution of this study to a comprehensive performance
assessment has been effectively demonstrated.
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6.1. Simulation Results and Inferences for BENS-R

Table 1 depicts the simulation parameters being configured in Omnet++ to analyze
the performance of network convergence of our proposed BENS-5G model multi-agent
system with distributed and centralised multi-agent system

We have compared the proposed Blockchain-Enabled Network Slicing (dubbed BENS,
which incorporates both transfer and cooperative learning mechanisms) to the fully dis-
tributed multi-agent RL-based massive access approach, in which each communication link
determines its sub-channel assignment and transmission power strategy independently
of other communication links. As seen in the Figure 8, the suggested learning technique
greatly outperforms the fully distributed learning and centralized MA approaches in terms
of EE performance and transmission success probability. The suggested technique achieves
a quicker convergence rate via the use of transfer learning and cooperative learning mecha-
nisms to boost the learning efficiency and speed. Since it does not need device cooperation,
the completely dispersed strategy is straightforward; however, it results in a poor global
performance, which results in a low EE value, and a low likelihood of transmission success.
One of the most important contributions made by the algorithms developed for this work
is the efficient management of network resources, with a particular emphasis on the compu-
tational and networking resources of core networks. In 5G networks, however, computing
resources have been placed closer to the end users via edge-computing technologies in
order to reduce excessive end-to-end latency. As a result, the problem of resource allocation
will become much more difficult, particularly for online conditions. This is due to the fact
that these conditions will require more computational time in order to more accurately
categorize the best resources and paths when it comes to allocating network services that
are sensitive to delay. Additionally, in migration situations, a shorter migration time is
an essential key performance indicator regarding the effectiveness of performing resource
allocations for moving services in preparation for a real-time scenario.



Sensors 2022, 22, 6068 21 of 23Sensors 2022, 22, 6068 24 of 25 
 

 

 
Figure 8. Convergence comparison. 

6.2. Inference 
As mentioned earlier, most research on dynamic spectrum allocation in CRNs is 

focused on spectrum sensing and allocation. However, minimal research on dynamic 
spectrum access with channel reservation and the mobility of the CRNs is based on 
channel reservation. Very few studies have examined the use of PU and SU dynamics in 
CRNs to enhance hand-off and mobility management in typical cellular networks. We 
allow for a change of the PU−SU characteristics to satisfy the needs of new services. These 
modifications are accomplished via the use of consensus and BENS algorithms that 
regulate PUs and SUs through negotiation and allocation procedures. As a result of the 
discussion above, we can affirm that the Blockchain Consensus Spectrum Management 
algorithm and BENS Model used to control RAN in 5G is capable of providing very 
efficient solutions to a variety of cognitive radio difficulties. The use of the collaborated 
framework in 5G−CORE is intriguing, and represents unexplored research.   

7. Conclusions 
In a 5G−CORE network, we presented a system for dynamic spectrum sharing, and 

concentrated on the setup of RAN Slicing in 5G−CORE using a consensus algorithm. We 
also presented a learning strategy for the extension of spectrum sharing in 5G−CORE to 
overcome the dynamic spectrum access issue in 5G. Our proposed BENS approach 
achieves higher energy-efficient performance and greater probability-of-success rate for 
transmission than other distributed and centralized learning approaches. Our proposed 
approach proves to have a good and faster convergence speed by assuming learning 
handover and combining collaborative techniques for learning. Furthermore, we 
discussed the issues of interference and power allocation and proposed the methods for 
solving the issues. The proposed methods are feasible for implementation in any vendor-
specific 5G−CORE architecture. The Dynamic Spectrum Allocation Framework for the 5G 

Figure 8. Convergence comparison.

6.2. Inference

As mentioned earlier, most research on dynamic spectrum allocation in CRNs is
focused on spectrum sensing and allocation. However, minimal research on dynamic
spectrum access with channel reservation and the mobility of the CRNs is based on channel
reservation. Very few studies have examined the use of PU and SU dynamics in CRNs
to enhance hand-off and mobility management in typical cellular networks. We allow
for a change of the PU—SU characteristics to satisfy the needs of new services. These
modifications are accomplished via the use of consensus and BENS algorithms that regulate
PUs and SUs through negotiation and allocation procedures. As a result of the discussion
above, we can affirm that the Blockchain Consensus Spectrum Management algorithm and
BENS Model used to control RAN in 5G is capable of providing very efficient solutions to a
variety of cognitive radio difficulties. The use of the collaborated framework in 5G−CORE
is intriguing, and represents unexplored research.

7. Conclusions

In a 5G−CORE network, we presented a system for dynamic spectrum sharing, and
concentrated on the setup of RAN Slicing in 5G−CORE using a consensus algorithm. We
also presented a learning strategy for the extension of spectrum sharing in 5G−CORE to
overcome the dynamic spectrum access issue in 5G. Our proposed BENS approach achieves
higher energy-efficient performance and greater probability-of-success rate for transmission
than other distributed and centralized learning approaches. Our proposed approach
proves to have a good and faster convergence speed by assuming learning handover and
combining collaborative techniques for learning. Furthermore, we discussed the issues
of interference and power allocation and proposed the methods for solving the issues.
The proposed methods are feasible for implementation in any vendor-specific 5G−CORE
architecture. The Dynamic Spectrum Allocation Framework for the 5G environment did not
consider the applications that operate on 5G radio environmental dynamics. We suggest
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that future research directions must be to identify the heterogenous applications and their
traffic over 5G and beyond networks, to enhance the proposed work.
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Abstract: The spectrum allocation in any auctioned wireless service primarily depends upon the
necessity and the usage of licensed primary users (PUs) of a certain band of frequencies. These
frequencies are utilized by the PUs as per their needs and requirements. When the allocated spectrum
is not being utilized in the full efficient manner, the unused spectrum is treated by the PUs as
white space without believing much in the concept of spectrum scarcity. There are techniques
invented and incorporated by many researchers, such as cognitive radio technology, which involves
software-defined radio with reconfigurable antennas tuned to particular frequencies at different
times. Cognitive radio (CR) technology realizes the logic of the utility factor of the PUs and the
requirements of the secondary users (SU) who are in queue to utilize the unused spectrum, which
is the white space. The CR technology is enriched with different frequency allocation engines and
with different strategies in different parts of the world, complying with the regulatory standards
of the FCC and ITU. Based on the frequency allocation made globally, the existing CR technology
understands the nuances of static and dynamic spectrum allocation and also embraces the intelligence
in time allocation by scheduling the SUs whenever the PUs are not using the spectrum, and when the
PUs pitch in the SUs have to leave the band without time. This paper identifies a few of the research
gaps existing in the earlier literature. The behavioral aspects of the PUs and SUs have been analyzed
for a period of 90 days with some specific spectrum ranges of usage in India. The communal habits of
utilizing the spectrum, not utilizing the spectrum as white space, different time zones, the requisites
of the SUs, the necessity of the applications, and the improvement of the utility factor of the entire
spectrum have been considered along with static and dynamic spectrum usage, the development of
the spectrum policy engine aligned with cooperative and opportunistic spectrum sensing, and access
techniques indulging in artificial intelligence (AI). This will lead to fine-tuning the PU and SU channel
mapping without being hindered by predefined policies. We identify the cognitive radio transmitter
and receiver parameters, and resort to the same in a proposed channel adaption algorithm. We also
analyze the white spaces offered by spectrum ranges of VHF, GSM-900, and GSM-1800 by a real-time
survey with a spectrum analyzer. The identified parameters and white spaces are mapped with the
help of a swotting algorithm. A sample policy has been stated for ISM band 2.4 GHz where such
policies can be excited in a policy server. The policy engine is suggested to be configured over the 5G
CORE spectrum management function.

Keywords: cognitive radio; wireless communications; 5G CORE; spectrum allocation; 5G communications

1. Introduction

The 5G wireless structure desires to support varied service models, different delays,
and reliable demands. The 5G broadband wireless communication results in several issues
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relevant to real-time radio resource management. For example, ultra-reliable transmis-
sion demands real-time applications of wireless infrastructure for delay and reliability.
The model of an autonomous wireless network with simultaneous service delivered in
actual timing can be attained by enhanced changes to the recent deterministic control and
optimization of radio resource management models.

Cognitive radio resource management necessitates a close linkage between spec-
trum management capability and software-defined radio properties, i.e., physical layer-
supported modes of operation. The concept behind distributed artificial intelligence (DAI)
is to shift from individual to collective behavior in order to overcome the limitations of
traditional AI when solving complex problems that require the distribution of intelligence
across multiple entities. DAI conducts research in three key areas: distributed problem solv-
ing, parallel artificial intelligence, and multi-agent systems. AI and 5G mobile technology
have enormous potential to greatly improve profitability, productivity, and efficiency in
many areas of business and society, allowing the creation of previously imagined products
and services. The combination of AI with 5G will have a significant impact on growing
industries like agriculture, healthcare, and education, despite the fact that mainstream
applications have not yet materialized. Interest in 5G networks is growing quickly although
many mobile operators are still recouping their investments in older network standards.
5G networks are able to transport more data every second and per hertz of the spectrum
than previous generations of cellular networks because of improved spectral efficiency.
Due to the limited supply and expensive cost of spectrum, this is critical. More concurrent
users may be served at a lower cost in order to improve spectral efficiency. Automation
and machine-enabled decision-making will transform almost every area of everyday life
as a result of breakthroughs in emerging technologies, the rise of artificial intelligence,
and higher data speeds. AI and 5G are undeniably the driving forces behind this next
technology revolution. However, the vast majority of AI-based 5G use cases are not really
5G use cases since they do not need a technological transition. Apps with a response time
of less than one millisecond will stand out because of their decreased latency. In emerging
economies, the AI and 5G journey will very certainly require strengthening existing use
cases and developing new ones that are not served by present technology. Combining
artificial intelligence (AI) with 5G’s higher data speeds opens up a slew of new possibilities.
The following are among them: Enhancements to mobile communications networks and
services. Mobile communication service providers face increasing challenges. In order
to deal with the complexity of 5G networks and the billions of Internet of Things (IoT)
devices they can support, the deployment of 5G networks is significantly more difficult
than in previous generations due to the upgrades required for radio, edge, transport, core,
and cloud infrastructure. All of these upgrades should be managed optimally by AI. 5G
deployment is being hampered by a lack of available spectrum. The frequency at which 5G
operates determines its power and speed. Utilizing frequencies with smaller bandwidths
that have advantageous characteristics is one way to get around spectrum limitations.
When it comes to 5G, a frequency of 600 MHz may not deteriorate quickly and may still be
capable of reaching devices even if they are encased in columns [1].

Here, dynamic spectrum access used by CR tools demands abandoning present pre-
programmed strategies. A policy-based model for CR platforms and a new policy reasoning
structure for the same have been applied for envisaging policies for the CR system. The
essence of CR [2], reconfigures the use of policies from radio devices, and as a result, the
adaptive as well as flexible nature of radio systems yields optimized use of spectrum
resources. Hence, the strategies are exploited and dynamically modified by shareholders.

The development of a policy-based spectrum allocation system for 5G networks is
crucial, thus we built:

1. An elite channel selection system that determines the parameters that must be selected
for successful spectrum allocation from an exhaustive collection of parameters.

2. A new parameter mapping technique for translating the needed channel specification
to available spectrum holes.
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3. A POMDP-enabled policy management system that provides secondary users with
service based on pre-mapped channels.

The remaining sections of the paper are organized as follows. Work on 5G networks,
channel selection and allocation systems, and policy-based systems are all discussed in
Section 2. The policy engine framework is presented in Section 3. We demonstrate the
parameter mapping and POMDP-enabled reward methods in Sections 4 and 5, and the
findings and testing performance in Section 6. In Section 7, we will also share our findings.

2. Related Work

An exhaustive survey on cognitive radio sensing and allocation has been carried out
and the summary of the survey is given in Table 1.

Table 1. Comparison Chart for Related Work.

Reference Proposed Technique Focus Network Simulation/Frequency Band Parameters Improved

[1] A detailed survey on spectrum
sensing technique in 5G. Sensing Distributed -

Spectrum trading
and leasing

Multi-user interference

[2]
A CR-enabled NOMA network

capable of wireless data and power
transmission at the same time.

Sensing Distributed 106 iterations Monte Carlo
simulations

Power outage
probability

[3]

One of SenPUI’s key issues,
detecting and Primary User

Interference, is addressed by a
unique cognitive radio algorithm.

Sensing Centralized Real-time implementation
with IEEE 802.15.4

Throughput
Primary User
Interference

[4]

Models for analyzing and
evaluating sharing procedures

under a wide variety of situations
were provided.

Sharing Distributed MATLAB PU activity
SU Arrival

[5]

In cognitive radio networks, the
hidden Markov model (HMM) was

used for opportunistic spectrum
access (OSA) through cooperative

spectrum sharing.

Sharing Distributed HMM in OSA Detection Probability

[6]

The CR networks may now be made
aware of the needs of unlicensed
users through a new method that

reduces sensing latency.

Sensing Distributed Q-learning for different radio
access techniques Sensing Latency

[7]

Two machine learning (ML)
approaches that have been

developed to increase spectrum
sensing performance are k-nearest

neighbors and random forest.

Policy Distributed Energy detection using k-NN
and RF Algorithms Energy Detection

[8]

Massive MIMO cognitive radio
underlay user selection was

proposed using a
QoS-aware technique.

Policy Distributed Deployed a DNN with
MIMO CR

Loss Function
Success Rate

Average transition time

2.1. Survey on Spectrum Sensing

Ahmad, W.S et al. [3] studied the most current 5G enablers and SS (recent spectrum
sharing) technologies in detail. In order to better understand the importance of 5G networks,
SS methods were categorized and SS surveys and related research on SS techniques were
analyzed. One of the main SS techniques is based on network design, spectrum allocation
behavior, and the manner of spectrum access. Cognitive radio technology with SS was
also thoroughly investigated in relation to 5G rollout. There are discussions on the existing
deployment of SS and CR and the steps to allow efficient 5G progress for a complete
examination. Dinh-Thuan Do et al. [4] showed off a unique system design that combined the
benefits of both a NOMA and CR network with the Simultaneous Wireless Information and
Power Transfer technology. Downlink spectrum sensing and wireless energy harvesting are
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the primary functions of a radio spectrum unit (RSU). Remote vehicle outage probabilities
may be accurately expressed using CR-enabled NOMA systems. Overlay CR-enabled
NOMA network performance is severely limited by the transmit power and the number of
RSU units designed. Simultaneous gains from energy collection and RSU selection were
enabled by the CR, according to the findings. KedirMamo Besher et al. [5] described the
Sensing Primary User Interface (SenPUI), a brand new cognitive radio algorithm. During
the dynamic inactive phase of communication, an energy scan was conducted. It is therefore
suggested that an application packet-based main user ID be used as the foundation for
Primary User Interface (PUI) prevention. As a result of this paper’s recommendations, the
target issues have been decreased by an average of 10–30%. The memory, battery life, and
size limits of wireless sensor networks (WSNs) were taken into account while developing
and implementing new solutions. Vicent Pla et al. [6] developed a set of Markovian models
that may be used to analyze and evaluate spectrum sensing tactics in various scenarios.
Markov phase renewal is used to describe the alternating idle and busy times of a channel’s
occupancy by main users. Secondary users’ activity is shown by the length of transmissions,
sensing periods, and idle intervals between subsequent sensing periods. These durations
are modeled using phase-type distributions, allowing the model to be very flexible. Models
for both finite and infinite queues are developed using the Markovian arrival process, which
depicts the arrival of secondary users. Additionally, provided was a basic explanation
of how an SU transmission restarts after being stopped by a PU action in the suggested
models. Many essential performance measures in cognitive radio networks are established
by a thorough study of the suggested models. Despite their generality and flexibility, the
proposed models may be numerically evaluated.

2.2. Survey on Spectrum Allocation and Algorithms

Yung-Fa Huang et al [7] used the hidden Markov model (HMM) to examine coopera-
tive spectrum allocation in cognitive radio (CR) networks for opportunistic spectrum access
(OSA). Slot-by-slot spectrum sensing was performed, assuming that the main channel oper-
ates in TDMA mode. Although typical Bayesian updating relies on a single observation,
our method concatenates all of the data from secondary users (SUs). In the suggested
technique, the channel activity was determined using a predetermined threshold based on
belief. In contrast to the simple majority voting method, which did not have a threshold,
the suggested approach was more flexible in system functioning. To test the proposed con-
catenated update approach, a simulation was run using the number of SUs and the majority
vote strategy. The simulation indicated that a busy state and an idle state can be reliably
detected at around one per SU. METIN OZTURK et al. [8] allowed CRNs to be made aware
of unlicensed user needs while also reducing sensing latency. As a consequence, a unique
QoS-based optimization phase and two distinct decision methods were presented. Artificial
neural networks (ANNs) were used to predict future radio access technology (RAT) traffic
loads in various frequency bands (ANNs). Assumptions based on this information have led
to two possible solutions. The original approach was only concerned with reducing latency.
As a result, it was conceivable to create a virtual wideband (WB) sensing solution by using
traffic loads in WB to enable narrowband (NB) sensing. The second strategy, which was
based on Q-learning, tried to reduce sensing latency while still meeting other user needs.
Random selection’s sensing latency was lowered by 59% with the first technique whereas
Q-learning helped boost satisfaction by 95.7% with the second method.

2.3. Survey on Learning-Based Allocation

Magorzata Wasilewska et al. [9] recommended the use of k-nearest neighbors and
random forest as two machine learning (ML) approaches for improving spectrum sensing
performance. By using methods such as energy detection (ED) and data based on energy
vectors (EVs), a new 5G radio system was able to make use of the resource blocks made
accessible by the previous 4G LTE network. Time, frequency, and location relationships were
exploited by the algorithms. If the input training data set is correctly selected, ML algorithms
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may considerably increase spectrum sensing performance. The benefits and drawbacks
of using input data sets with ED assessments and energy values in the actual world were
investigated. According to ZHAOYUAN SHI et al. [10], the massive multiple-input and
multiple-output that underlays cognitive radio user selection are always QoS-aware. There
are two major ways in which a CR may be implemented: the CSI of any cross-network is
inaccessible at the secondary base station, but the secondary base station (SBS) has access to
the CSI of the cross-channel channel state. Low-complexity algorithms for increasing users
while using the least amount of power (IUMP) and methods for decreasing users while
using the most amount of power (DUMP) were developed to solve user selection with power
allocation. The intractable challenge was addressed using a deep reinforcement learning-
based method, enabling the SBS to accomplish effective and intelligent user selection. These
algorithms outperform current user selection approaches dramatically in simulations. The
neural network was able to rapidly learn the best user selection strategy in an unknown
dynamic environment with a high success rate and fast convergence, as the findings also
revealed. Arunthavanathan et al. [11] demonstrated that a Markov decision process (MDP)
might be used to make decisions based on the current transmissions in the channel. Decisions
were made and the effects of interference and waste were evaluated for a range of occupancy
rates. Comparative studies of the partially observable Markov decision process (POMDP)
and the Markov decision process (MDP) were also conducted. Reinforcement learning
and policy-based multi-agent systems were suggested by Jaishanthi et al. [12]. Because the
system is powered by AI, the nodes are able to make autonomous choices about which
channel to use and how to move between multiple channels because they have all of the
necessary information stored in the repository. Maximizing the simulation’s use of the
spectrum yielded better outcomes.

3. Policy Management for Cognitive Radio

In this section, we explore and understand the fundamentals of policies to be defined
for channel allocation and channel mapping. Policies are declarative statements that
describe the administrative norms that different organizational bodies follow. There is a
business basis for automatic policy management of resources in network and information
system administration. Policy management allows you to define organizational goals that
can be read and enforced by the network as part of the policy management process [13]. In
order to meet administrative objectives and constraints on privacy, allocation of resources,
app prioritization, and service quality via the use of automated management rules, it is
possible to alter network device settings at runtime. Due to the existing policy’s centralized,
static character, wireless communication is confronted with two important issues: spectrum
shortages and implementation delays. The following capabilities are required to achieve
opportunistic spectrum access:

1. Sensing across a broad frequency spectrum and primary channel connection establishment
2. Defining potential opportunities
3. Coordinating the usage of recognized opportunities via communication across devices
4. Defining and enforcing interference-restricting regulations

Enforcing compliance with relevant regulations while capitalizing on highlighted
possibilities. Devices may be made to load and alter their policies at any time by using
declarative language that is based on formal logic. Instead of relying on hardware, firmware,
or device-specific software to implement rules, our solution allows devices to be flexible
and respond to policy changes. Decoupling policy formulation from implementation
and optimization decisions specific to individual devices is the basis for this policy-based
approach to radio operation. For starters, there’s less need for certification work. In order
to be accredited, a device must have the ability to dynamically load the rules that control
its behavior. It is possible to independently validate the policy reasoner and every rule
and then test the configuration of devices to ensure that they appropriately understand
the outputs of the policy reasoner. In order for a policy reasoner to be effective, it must
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have a policy language that is sufficiently expressive and methodologies for analyzing and
automating policy enforcement.

3.1. Policy Engine

To govern network resource behavior, a computer or process must be capable of
consuming and applying machine-readable rules. The computer/process is referred to
as the policy engine, as in Figure 1. For events requiring changes to the configuration
of a resource, the policy engine is responsible for providing a response. Configuration
directives or authorizations tailored to specific network devices are often the results of
the policy engine. The policy engine as shown in Figure 1 connects domain-specific goals
with the capabilities of the devices they are associated with [14]. In spite of the fact that
policy engines must interact with particular vendor devices, they have been seen as general-
purpose instruments susceptible to logical thinking through rules. Strategic reasoner (SR)
and rule-based reasoner (RBR), the policy engines for cognitive radio, work together to
determine if spectrum access options are available that are compatible with the currently
active set of regulatory requirements. The SR sends a channel request to the RBR with a
transmission plan it has developed based on the behavior data it has collected from the
channel’s primary users and its present state [15,16]. For the purpose of making sure the
allocation plan is in compliance with the rules, the RBR compares channel requests to those
policies. The RBR provides a denial-of-service response to the SR if it detects that a portion
of configuration states in the channel request is erroneous. Constraints for opportunistic
access are the adjusted parameters derived by the RBR. The basic reasoning challenge
in policy-enabled cognitive radio is to determine whether a channel request should be
processed or refused based on a given set of rules and allocation techniques, and, if denied,
to calculate the limitations for opportunistic access to the channel.

Sensors 2022, 22, x FOR PEER REVIEW 7 of 22 
 

 

 

Figure 1. Policy Engine. 

3.2. Assumptions for Elite Channel Allocation Algorithm 

• It is impossible for hardcode regulations allowing secondary users to use available 
spectrum holes across several radio bands that fluctuate in frequency and location. 

• The spectrum occupancy denoted by Γ by primary users, is given by [17,18]: 

Γ = (1/KN) ∑ ∑ Γf(n), t(k)

N

N=1

K

K=1

 (1) 

• where total number of operating frequencies in a band is denoted by N and K denotes 
the number of total samples associated with each point of frequency fb [(99 kHz–3 
GHz), (100 MHz–1000 MHz) (50 MHz–4400 MHz)] 

• The anticipated spectrum characteristic needs for secondary users (bandwidth Ba, 
power dB req, time access period, SNR) for various types of spectral intensity, geo-

graphic location, and regulatory authority [11] 

R(x) = ∑

n−1

n=0

∑ (chmnBnmlog2

Powmn


.
PoGmn

µ
)

m−1

m=0

 (2) 

• where R(x) denotes SU utility function, 

• chmn channel m utilized by node n 
• Bmn bandwidth of channel m utilized by node n 

• Powmn power required in dB for channel m utilized by node n 
• PoGmn power gain in dB for all fading and path loss over the channel 
•  and µ  denotes SNR and minimal threshold power required to transmit in the chan-

nel. 
• The bandwidth available is divided into a predetermined number of channel bands. 

• Each channel is optimal. 
• At any one time, each channel must serve a single user (primary user or secondary 

user). 
• Secondary user time sensing and synchronization are intended to occur at guard 

band frequency. 

• At guard band frequency, time sensing and hand off to the primary user from the 
secondary user are anticipated. 

• Each user’s entrance is a distinct event that occurs independently of subsequent users. 
Distribution of Poisson. 

• The number of available channels is more than the number of PUs. 

• Primary users are authorized users who take precedence over secondary users. 

Figure 1. Policy Engine.

3.2. Assumptions for Elite Channel Allocation Algorithm

• It is impossible for hardcode regulations allowing secondary users to use available
spectrum holes across several radio bands that fluctuate in frequency and location.

• The spectrum occupancy denoted by Γ by primary users, is given by [17,18]:

Γ = (1/KN)
K

∑
K=1

N

∑
N=1

Γf(n), t(k) (1)
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• where total number of operating frequencies in a band is denoted by N and K denotes
the number of total samples associated with each point of frequency fb [(99 kHz–3 GHz),
(100 MHz–1000 MHz) (50 MHz–4400 MHz)]

• The anticipated spectrum characteristic needs for secondary users (bandwidth Ba,
power dB req, time access period, SNR) for various types of spectral intensity, geo-
graphic location, and regulatory authority [11]

R(x) =
n−1

∑
n=0

m−1

∑
m=0

(
chmnBnm log2

Powmn

λ
· PoGmn

µ

)
(2)

• where R(x) denotes SU utility function,
• chmn channel m utilized by node n
• Bmn bandwidth of channel m utilized by node n
• Powmn power required in dB for channel m utilized by node n
• PoGmn power gain in dB for all fading and path loss over the channel
• λ and µ denotes SNR and minimal threshold power required to transmit in the channel.
• The bandwidth available is divided into a predetermined number of channel bands.
• Each channel is optimal.
• At any one time, each channel must serve a single user (primary user or secondary user).
• Secondary user time sensing and synchronization are intended to occur at guard

band frequency.
• At guard band frequency, time sensing and hand off to the primary user from the

secondary user are anticipated.
• Each user’s entrance is a distinct event that occurs independently of subsequent users.

Distribution of Poisson.
• The number of available channels is more than the number of PUs.
• Primary users are authorized users who take precedence over secondary users.

Figure 2 and Table 2 summarize the set of exhaustive cognitive radio parameters
for transmitters, receivers, and channels. The parameters [19,20] are considered by the
swotting algorithm which is mentioned in Algorithm 1, for doing parameter mapping
before channels are mapped.

Table 2. Cognitive Radio Parameters.

PARAMETERS

Channel Transmitter Receiver

Doppler Frequency fd (0.0001)
ASCII message maximum size

Maxmsglen (100) Equalizer feedback tap number N1

Multipath-Link Information mdp (10, 0.2,
0.001, 0.010)

Message + control message Payload
(128 bits) Equalizer feedforward tap number N2

Variance of Quadrature noise
varnoise (0.01) Hamming code index M (3) N1 + N2 = mdp length

Distortion Flag distort flag (0 for no
distortion and 1 for noise) Samples/Channel symbol Fracspace (2) Fracspace (2)

Coherence Time Cohtime (100,000) PacketID Cohtime Memory
ACKID

Power in dBm maxpower
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Algorithm 1. Elite-CAM—Algorithm for Cognitive Radio Channel Selection and Allocation

for All Channels,
SetIdle

{
If channel Ch is IDLE at time Ta

If authorized
Check Primary User back-off time Bta
If available IDLE for Time Tb-a, Mark Channel specification Γ, and release for Secondary

User
Channel Specification as in Equation (1)

Γ = (1/KN)
K
∑

K=1

N
∑

N=1
Γf(n), t(k)

N—Number of frequency points in the band
K—Number of time samples for each frequency point

} Repeat SetIdle for all channels;

For all Idle Channels
{
AllocateSU
Check SU Queue

If unauthorized
Transfer Channel specifications
Γ1, Γ2 . . . ΓN and
Idle Time Slots—Tb−a(Γ1), Tb−a(Γ2), . . . Tb−a(ΓN),
to SU

Identify the QoS requests from Secondary User
For

R(SU1) =
n−1
∑

n=0

m−1
∑

m=0

(
chmnBnm log2

Powmn
λ · PoGmn

µ

)
If Γx satisfies the requirements R(SUy)
Allocate
Chx to SUy with Bx Bandwidth of channel m utilized by node y, Powx, the Power required in dB
for channel m utilized by node y, PoGx Power Gain in dB for all fading and path loss over the
channel

} Repeat AllocateSU for all Idle Channels
When PU arrives,

If the channel is occupied by SUz,
Pre-empt SUz from Channel Chz and release for PU

For SUz, call AllocateSU and identify spectrum hole for re-allocation
end
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4. Elite Mapping—Swotting Algorithm for Parameter Mapping Repository

The swotting algorithm given in Algorithm 2, is a reinforcement Q-learning algorithm
that determines decision-making policies without comprehensive modeling of the radio
environment. This suggests that Q-learning describes and improves the performance
measures of interest, rather than addressing network performance-related aspects such as
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wireless channel state and mobility, for instance. It has four parameters: states, action a,
probabilistic transition function Qr, r, and reward function Sb, b. The state may represent
internal events occurring inside the agent, such as the size of the instantaneous queue, or
external phenomena occurring outside the agent, such as the agent’s use of the wireless
medium. The reward function shows the system’s response to the quality of its actions, and
as a result, the system acquires experience. At time t, the agent observes the environment’s
state st. The action cat is chosen in accordance with the state cst. According to cat and
Qr, r, the environment changes the state and reward function rt = R(cst, cat) obtained as
a consequence of the change is recorded and supplied back to the agent. The optimum
Q-value is a measure defined for each state-action pair in the process of determining the
best policy s, and it is assessed in the following manner [21,22].

SWQ(a, s) = E{P(a, s)}+ γ∑
a∈s

Pa,a, maxc∈ASWQ
(
a′, c

)
(3)

where a, s—available state sets,
γ—Factor for discount
The ideal policy can be identified using the following criteria [12]:

πs = arg max a ∈ A SWQ(a, s) (4)

The elite swotting algorithm finds SWQ (a,s) in a recursive manner using the following
rule [19]

SWQ(a, s) = (1− α)SWQ(a, s) + α(γ (a, s) + γmaxb∈ASWQ
(
a′, b

)
) (5)

Appropriate actions are rewarded with a rise in their Q-value. In comparison, an
incorrect action results in a penalty and a fall in the Q-value. The Q-value is stored in a size-
dependent two-dimensional lookup Q-table. It was shown that when each state-action pair
is visited infinitely often, this updated algorithm converges to the optimum Q-value. Thus,
learning is composed of two processes that govern the selection of actions: exploitation
and exploration [23]. Exploitation is the process of choosing the optimum action based on
previously discovered optimal policies, whereas exploration is the process of randomly
picking nonoptimal actions and finding new ones. The exploration rate E determines the
balance between exploration and exploitation.

Algorithm 2. Elite Mapping Swotting Algorithm for Parameter Mapping

Prerequisites: present state cs(t), previous state ps(x), and F(t)
Ascertain that the Swotting algorithm selected produces the maximum possible output. OP
Training: given the state of the network cs(t);
Probabilistic exploration γ;
Choose one action at random;
New Update UP(t) = {b|W (cs(t), b) = 1} for cs(t);
Probabilistic Exploitation is 1 −γ;
Choose α records UP”(CS’(ps(x),F(t)) from actions F in accordance with CS’(ps(x),F(t))
Resolve Re(cs(t), r) in accordance with next r(x) and fill UPR(cs(t));
if
(
y ∗ exist = maxy(y|cs(y) ∈ UP”(CS’(cs(t)),F(t)) ∩ UP’(cs(t)) then

Choose the action r(x);
Else if
Choose action from UPR(cs(t));
end if
do update UP(cs(t), r)
do
repeat SWQ;
while (t = t + 1 and s = s.t + 1)
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Parameter Mapping Repository (PMR)

Assisting the cognitive network, the PMR accepts sensory input from the communication
layer, selects suitable channels [24,25], and fine-tunes transmission parameters to enhance the
cognitive network’s performance for each generic interface; the PMR is responsible for storing
and processing sensory data that has been sent to it as in Figure 3. In addition, it prepares and
sends various transmission parameter setting options through the corresponding interfaces
along the stack levels. The parameter mapper is responsible for making the final choice of
temporary data storage repository for parameter mapper modules’ data flow. Following are the
modules that make up the parameter mapper framework.
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Negotiator Module: It serves as a coordinator for the decision-making layer’s duties.
The decision module receives sensory data from the repository and uses it to make a choice.
Negotiators may also use policy queries to check whether the transmission parameters
they’ve selected are in compliance with any constraints as in Table 3, placed by the policy
layer. Following receipt of the policy-layer answer, the negotiator communicates the choice
to the repository’s action module.
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Table 3. Cognitive Channel Allocation Policies.

Cognitive Channel Allocation Policies

Scenario Pu is occupying the spectrum.
SUs are in queue.

The spectrum is free, PU is idle
and not utilizing the spectrum.

SU is in need.

PU has left the spectrum
free, No. of the competing

SUs is more for the
same spectrum.

PU has been left with a
fading channel.

Spectral density is low.
The secondary user arrival

rate is Poisson.

Policy Wait Allocate Assign by Rank Random wait

Reason

As the history of the PU activity and
the requirement of the SU is known,

mapping is already done, the
mapping table is verified, and then

policy 1 is triggered.

The spectrum is freed by PU.
SU is in need of the spectrum.

Spectral density is good.
SU’s requirement lies within the

availability of the spectrum.
SU’s Qos is also satisfied by the

network and
spectrum parameters.

SUs are prioritized for
their effective utilization
of the spectrum and their

active participation
without wasting the

spectrum. Their spectral
density and utilization

factor are the criteria for
the decision.

The spectrum analyzer has
to detect the quality of the
channel by sending a few

random packets at
different time intervals.

Resolver Module: It accepts requests from the negotiator and performs the following
activities. Determine whether there is a greater priority in the case that many channel
requests are pending. After the spectrum sensing data from the spectrum sniffer is gath-
ered, the process of allocating channels starts. As a final step, a decision module runs
the optimization process and passes the policy-validated transmission parameters to the
action broker.

5. PMDP Model for Channel State and Reward

In a Markov decision process (MDP), [26] decisions are made based on the most
current state data in a discrete-time stochastic management process as in Figure 4. Current
state is S(t) ∈ S, where S implies the complete state space. In real-time application, the
recent states are adaptable to conditions, and partially observable MDP (POMDP) has been
applied for computing the decision policy according to the partially accessible data as well
as observations from the physical atmosphere. Generally, optimization models are applied
for gaining the solution for POMDP-related issues.
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Consider that c1
r (i)(t) implies the condition of rth channel of ith carrier in time slot t,

the status of complete system in tth time slot can be expressed as [13]

S(t) = {C(1)(t), . . . , C(i)(t), . . . , C(N)(t)}, ∀S(t) ∈ S and (6)

C(i)(t) = {c(i)1(t), . . . , c(i)r(t), . . . , c(i)R(i)(t)}, ∀c(i)r(t) ∈ {0, 1} (7)

where C(i)(t) defines the channel set of ith carrier from time slot t. c(i)r(t) = 0 refers the
constant state and c(i)r(t) = 1 indicates the busy state, while [13]

S = {S1, . . . , SM} with M = 2∑ N i = 1 R(i) (8)

No states can be observed directly inside the POMDP infrastructure as in Figure 4; the
collection of observations Z(t) ∈ Z is required to render the representation of the physical
state. Then, observations are assumed with probabilistic behavior in which the observation
function O is depicted as a probability distribution across the feasible observations Z(t), in
action Φ(t), and final states S(t), which is represented by [27],

O(S(t), Φ(t), Z(t)) = Pr(Z(t)|Φ(t), S(t)), ∀Z(t) ∈ Z, Φ(t) ∈ A, (9)

where Φ(t) denotes the action set at t-th time slot. The attribute Φ(t) = {Φ(1)(t), Φ(2)(t),. . . ,
Φ(N)(t)} implies the action selected by POMDP development, and S(t) refers to the final state
after implementing Φ(t). It is notable that Φ(i)(t) ∈ {0, 1} where 0 and 1 signify that carrier i is
not applicable and accessed at time slot t. As the state transition and observation function are
possible, it requires immediate reward W(S(t), Φ(t)) which can be accomplished by,

W(S(t), Φ(t)) = ∑
Ŝ(t)∈S

Γ(S(t), Ŝ(t))∑ Z(Z O(Ŝ(t), Φ(t), Z(t)) )C(Φ(t), Ŝ(t)) (10)

POMDP-Enabled Policy-Based Spectrum Allocation (PPBSA)

As a result of the implementation of the suggested POMDP in LTE-A small cells, the
channel status indicator on the dispersed spectrum is evaluated considerably by sensing
the frequency carriers under consideration [14,21]. To accomplish high system throughput,
a contention approach has been allocated in the decision-making process mentioned in
Algorithm 3, to access alternate systems-distributed channels. The two influential factors in
selecting target-shared channels are channel state indicator (CSI), and number of contenders
(NOCs). Here, the NOCs define the overall count of determined SUs and access to a similar
spectrum. As a result, taking NOCs into account lowers SU collisions on the shared
spectrum. The power and channel assignments are made to enable the small cell-enhanced
node B (SeNB) to function as numerous UEs [28,29] without interference from small cells
as in Figure 5.

Algorithm 3. Channel Selection and Optimal Power Allocation Policy

1: Input: Channel State Identifier, Channel Occupancy Predictor, Belief State and Number of SUs
2: Output: Channel Selected, Updated CSI
3: Set Wmax = 0
4: for i = 1 to N do
5: Set Optimal carrier Φ(i)(t) = 1 and Φ(j)(t) = 0, ∀j ∈ {1, . . . , N}, j 6= i, where Φ(t) = {Φ(1)(t), Φ(2)(t), . . . ,
Φ(N)(t)}
6: Derive Optimal Power allocation P(i) × (t) and A(i) × (t)
7: Compute Expected Idle time of channel and probability that small cell reserves channel r)
8: Compute reward and set Wmax = max{Wmax, W(i) (Φ(i)(t), P(i) × (t), A(i) × (t))}
9: if Wmax = W(i) (Φ(i)(t), P(i) × (t), A(i) × (t)) then
10: Set Optimal carrier Φ × (t) = Φ(t)
11: end if
12: end for
13: Set update for Channel Selection A × (t) = {A(1) × (t), A(2) × (t), . . . , A(N) × (t)}
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6. Results
6.1. Spectrum Analyzer Specification

The spectrum analyzer has been configured with the parameter setting as specified in
Table 4 for the use cases.

Table 4. Spectrum analyzer specification.

Parameters Range Setup 1 Range Setup 2 Range Setup 3

Spectrum Frequency 99 kHz–3 GHz
100 MHz–1000 MHz (UHF)

GSM 900 MHz
2.4–2.5 GHz (ISM band)

50 MHz–4400 MHz [GSM 900, GSM 1800]

Duration 12 h [6 a.m.–6 p.m.] 24 h 24 h

Instance 60 90 120

Sweep Time [Frequency Span = 0 Hz] 1 millisecond–100 s Auto Auto

Sweep Time [Frequency Span > 0 Hz] 20 milliseconds–1000 s Auto Auto

Bandwidth for Video 10 Hz–1 MHz 100 kHz 10 MHz

Interface RS232 RS232 RS232

Bandwidth Resolution 10 Hz–1 MHz 100 kHz 10 MHz

6.2. USE CASE>>GSM [941.2 MHz–949.6 MHz]

The data are analyzed in Figures 6 and 7 using several sample windows, each with
1024 discrete points. To reduce overlap between subsequent observation vectors, a block of
512 points was eliminated between each pair. The resolution bandwidth for each window
is of value 10 MHz and is balanced on 942 MHZ, resulting in 9.7 kHz guard space between
each pair of points captured every 10 µs. Parallel to our allocation method, we did an
analytical investigation utilizing the open-source project “bit-gsm”, which allowed us to
get an a priori understanding of the occupied PU considered territory.
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With the Hanning window weighted by 4096 non-overlapping windows of 1024 re-
ceived samples, the Welch technique was used to estimate the power spectral density at
each acquisition point shown in the graph below. The GSM channel’s core frequency is
shown by the vertical red lines. The PSD distribution implies tiny idle bands between
940.2 and 941.2 MHz, as well as a 4 kHz idle band for guard channels between 945.6 and
949.6 MHz.

When the number of SUs rises, the system’s total utility drops [30,31]; similarly, when
the number of functioning PUs increases, the system’s average SU arrival declines. To
minimize searching delays, it is ideal to do a limited number of channel searches before
moving on to the next available channel. When the inter-sensing interval is minimal,
the switching rate of the channels stays high [29,30]. This is because sensing occurs in a
relatively small period of time, resulting in significant overhead and increased channel
switching. As a result, detecting a signal with certainty is difficult, necessitating the addition
of additional channels. Knowing which channels are most likely to be idle reduces channel
switching and search times. Our channel selection algorithm picks channels for sensing
intelligently. This significantly minimizes the number of channel shifts required, since only
those channels with the greatest probability of being free are chosen for sensing. Channel
switching diminishes as the inter-sensing interval increases, as seen in Figure 8. When
sensing is carried out over an extended period of time, the results are more certain and
likely to be accurate. What is critical in this case is to identify idle channels. If only idle
channels are chosen, there is no need to move between several channels, resulting in fewer
instances of channel switching [32,33]. The length of the sensing operation has a direct



Sensors 2022, 22, 5011 16 of 21

effect on network performance. A channel that has been sensed for a prolonged period
of time slows data transmission, since data transmission may occur only once sensing
is complete.
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Figure 8. SU arrival over GSM 900.

6.3. USE CASE>>VHF [180 MHz–270 MHz]:

Using a resolution of 30 kHz, the spectrum analyzer was able to identify fixed voltages
as in Figure 9. Three 90 MHz segments with 3001 continuous channels were used to
measure the whole spectrum from DC to 300 MHz. Typical VHF low-end broadcasts often
have a bandwidth of 30 kHz, which is wider than 30 kHz. The result for the 180–270 MHz
frequency range is shown in the graph below. There is a clear depiction of broadcast
television channel 10 in this image (193.25 MHz, 196.83 MHz, and 197.75 MHz). There is a
strong correlation between the mean and maximum PSDs, which indicates that the channels
that are most often utilized have a high frequency. Following that, we make an effort to
quantify spectral occupancy. Notably, huge sections of the spectrum are virtually always
occupied by extremely powerful, very broadband transmissions—particularly, broadcast
television and FM stations [34]. Clearly, incorporating such sections of the spectrum in
computations of spectral occupancy is of little use.

Sensors 2022, 22, x FOR PEER REVIEW 17 of 22 
 

 

Figure 8. SU arrival over GSM 900. 

6.3. USE CASE>>VHF [180 MHz–270 MHz]: 

Using a resolution of 30 kHz, the spectrum analyzer was able to identify fixed volt-
ages as in Figure 9. Three 90 MHz segments with 3001 continuous channels were used to 
measure the whole spectrum from DC to 300 MHz. Typical VHF low-end broadcasts often 

have a bandwidth of 30 kHz, which is wider than 30 kHz. The result for the 180–270 MHz 
frequency range is shown in the graph below. There is a clear depiction of broadcast tele-

vision channel 10 in this image (193.25 MHz, 196.83 MHz, and 197.75 MHz). There is a 
strong correlation between the mean and maximum PSDs, which indicates that the chan-
nels that are most often utilized have a high frequency. Following that, we make an effort 

to quantify spectral occupancy. Notably, huge sections of the spectrum are virtually al-
ways occupied by extremely powerful, very broadband transmissions—particularly, 

broadcast television and FM stations [34]. Clearly, incorporating such sections of the spec-
trum in computations of spectral occupancy is of little use. 

 

Figure 9. UHF band availability. 

It should be emphasized that the spectrum occupancy in the observations presented 

here is actually sparse. There is virtually little indication of sustained activity greater than 
87 dBm per 30 kHz. For a rural environment, the frequency sample size taken is 25–90 

MHz. PSD value of 100 dBm is a good sample. Frequency-agile operation in the metro-
politan area may be accomplished by using 31 to 60 MHz and 141 to 180 MHz as feasible 
possibilities. These bands had 40 and 67 openings with bandwidths ranging from 29 kHz 

to more than 2.9 MHz. This band’s statistics may be affected by improvements in meas-
urement sensitivity, which is expected. Furthermore, it should be remembered that broad-

cast television stations operating on many channels may be dominant in particular loca-
tions. Nonetheless, these are generally favorable results for the future of cognitive radio 
with frequency agility. The measurements provided are imperfect, and further effort will 

be required to provide a credible verdict. Next generation measurements should focus on 
long-term (weeks) observation at several sites with a time-frequency resolution of 1kHz 

in 1 msec. An evaluation of the feasibility and expected capacity of cognitive radio net-
works operating in the unallocated spectrum without interfering with major users must 
meet these severe conditions [35]. 

The following are the important stages in the measuring process: 

Figure 9. UHF band availability.



Sensors 2022, 22, 5011 17 of 21

It should be emphasized that the spectrum occupancy in the observations presented
here is actually sparse. There is virtually little indication of sustained activity greater
than 87 dBm per 30 kHz. For a rural environment, the frequency sample size taken is
25–90 MHz. PSD value of 100 dBm is a good sample. Frequency-agile operation in the
metropolitan area may be accomplished by using 31 to 60 MHz and 141 to 180 MHz as
feasible possibilities. These bands had 40 and 67 openings with bandwidths ranging from
29 kHz to more than 2.9 MHz. This band’s statistics may be affected by improvements in
measurement sensitivity, which is expected. Furthermore, it should be remembered that
broadcast television stations operating on many channels may be dominant in particular
locations. Nonetheless, these are generally favorable results for the future of cognitive radio
with frequency agility. The measurements provided are imperfect, and further effort will
be required to provide a credible verdict. Next generation measurements should focus on
long-term (weeks) observation at several sites with a time-frequency resolution of 1kHz in
1 msec. An evaluation of the feasibility and expected capacity of cognitive radio networks
operating in the unallocated spectrum without interfering with major users must meet
these severe conditions [35].

The following are the important stages in the measuring process:

• As though they were broadcasting alone, each linked SU transmits at the highest
allowable power associated with the appropriate channel.

• If the television reception is compromised, reduce the transmit power of one or more
secondary users until no more visual distortion is seen.

• Calculate the weighted aggregate power by recording the transmit power of each SU.

As anticipated, the weighted aggregate power is always equal to or less than the
intended television signal level; hence, the suggested model is validated. The follow-
ing graphic illustrates how, as the number of concurrently accessible channels rises, the
maximum acceptable received interference in each adjoining channel decreases. One con-
sequence of the accumulative impact of multichannel interference is a reduction in the
amount of available TV white space for many secondary users [36]. The collective impact
of neighboring channel interference is readily apparent, where a safe area is defined as the
set of interference values that the SUs may create without interfering with TV reception.
When the aggregate impact of adjoining channel interference is considered, we can plainly
observe how the safe zone diminishes as in Figure 10.
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Contrary to industrialized nations, a significant percentage of the TV band spectrum
remains underutilized. Even with conservative criteria, the findings indicate that all
15 channels are free in at least 56.27% of the region. The average amount of accessible
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television white space was determined using two methods: first, from a protection and
pollution standpoint, and second, from the perspective of FCC restrictions [36]. Both
approaches indicated that the average accessible TV white space in the UHF television
spectrum is more than 100 MHz as in Figure 11. A method for reassigning TV transmitter
frequencies was devised in order to free up unneeded spectra. Eight television channels
(about 64 MHz) were determined to be adequate to cover the current UHF/VHF television
bands. In the future, we want to investigate appropriate laws for the TV white space to
allow inexpensive broadband access.
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Figure 11. SU arrival over VHF band.

It is pointed out that the overhead data rate is reduced by enhancing the sensing
time. The reason for data rate limitation is due to the limited transmission time which is
occupied by prolonged sensing duration. As a result, it demonstrates that the sensing time
is described as 1 ms. In addition, it is observed, as, in Figure 12, that our projected PPBSA
approach performs better than alternate models under sparse as well as dense scenarios.
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6.4. Inferences

Two case studies have been analyzed for frequencies GSM 900 and the TV VHF band.
Both the case studies have taught that the pattern of usage of the primary user, the guard
space analysis, the pattern of the secondary user, and the occupancy criteria are considered
to be the same. A POMDP model has been developed to understand the usability of spectral
white space [34] by the secondary user and they are prioritized in a proposed swotting
model database. The prioritized secondary users are assigned ranking through the rewards
generated by the models. An optimal mechanism of spectrum transferred from the primary
to the secondary user and the handoff from secondary to primary user need arises and is
experimented with the statistical analysis as in Figure 13.
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7. Conclusions

Various real-time bands were analyzed and the proposed elite channel allocation
and mapping algorithms were tested to offer service to the secondary users requesting
a single service. The elite-CAM is enhanced as policy and the policies are imposed on a
policy engine. The policy-based spectrum allocation has been developed and implemented
for ranking and rewarding the static environment. The policy engine is suggested for
configuration with the spectrum management function of 5G CORE specification. The
continuously changing behavior of the primary users and the users who do not fit in the
ranking mechanism has not been experimented with. Therefore, it is not preferable that
cognitive radio users once tested with a particular model prolong for a constant period of
time. For a fast-changing dynamic environment, the spectrum allocation strategy should
be fine-tuned. In addition, the handoff will be another major issue when the PU arrives
back to the channel, and as future work, addressing dynamic spectrum allocation in 5G
and beyond 5G networks is suggested.
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Abstract - Recently, traffic congestion has been among the significant problems encountered by many large cities 

worldwide. The reasons for the traffic congestion are the hasty increase of motor vehicles and inadequate roadways to 

accommodate a large number of vehicles. Many researchers find the traffic density by applying edge detection (ED), 

moving object detection (MOD), and frame differencing techniques separately. However, the edge detection method 

detects the edges for static images and the MOD method finds the traffic density when vehicles are moving. Actually, in 

real-time, when the red signal is on a traffic junction, the vehicles are in an idle state; this situation is better to apply the 

ED method. When the green signal is on, vehicles immediately start moving; this situation is best suitable for applying the 

MOD method to find the real-time traffic density. This paper illustrates a novel technique named Edge Detection and 

Moving Object Detection (EDMOD) algorithm, which uses ED and MOD approaches to find the real-time area-wide 

density of the traffic at the traffic light junction by dividing the Region of Interest (ROI) into two regions. It uses ED in 

region1 and MOD in region2.  
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1. Introduction 
One of the considerable and vital problems in so many 

large cities is traffic management. Accidents due to 

improper traffic management at times may be causes 

significant injuries and sometimes deaths. Vehicles 

accidents demises in most of the cities, majorly out-turn on 

account of congestion of traffic accidents. As many 

vehicles are moving into the jammed traffic roads, there is 

a great need to introduce new techniques to overcome the 

drawbacks of existing traffic management situations. Since 

building or constructing new flyovers, new elevated 

expressways, new roads, etc., become very expensive, it 

also may take a lot of time to construct. So, the main 

objective is to evolve a new traffic controlling method 

using existing or available infrastructures and the latest 

technologies. 

 

Nowadays, the world has a great deal of digital and 

visual data, and a lot of information is produced by 

processing the data using various technologies. All large 

and metropolitan cities of the world installed closed-circuit 

television(CCTV) cameras in many places, including 

traffic light junctions. These CCTV cameras record and 

store a lot of data. This data is very helpful in analyzing 

and developing a solution for traffic problems faced by 

many big cities in most countries. So many image data 

analysis methods are tested to understand and analyze this 

immense collection of data, especially the image data, i.e., 

recorded and stored by CCTV cameras installed at traffic 

junctions. ED and MOD techniques are vital among the 

several image data analysis methods, which have many 

real-world applications.  

 

2. Related Works 
Traffic jams also generate many other overcritical 

issues and severe problems which influence many human 

lives, regular activities, and sometimes reasoning for the 

deaths [1-2]. For instance, assume there is some 

emergency vehicle, i.e., an ambulance, on the way to the 

hospital along with an emergency treatment needed. 

Suppose the emergency vehicle is struck in the congestion 

caused by substantial traffic. The probability of reaching 

the patient at the hospital in the expected or needed time 

will be greatly reduced. And this is going to be a serious 

issue. Therefore, there is a need to outline and evolve an 

intelligent and smart traffic light controlling process, 

which controls and manages the signal at the junction to 

avoid many accidents, traffic jams, and collisions [1-2].  

Earlier, there were many technologies proposed, for 

instance, RFID and IoT [3-4], image processing [5-7], 

fuzzy logic [8-9], neural networks and big data [10-13], 

traffic prediction techniques [14], accident detection and 

ambulance control [15], real video analysis technique [16], 

traffic congestion estimation methods [17] and Machine 

vision technology [18]. The study of those and present 

technologies [19] allow realizing a few drawbacks in 

existing techniques. The best solution to overcome many 

existing drawbacks is to use a density-based traffic control 

system [20]. 

 

In the recommended method, an estimate location 

technique is used to identify the density of the website 

traffic, which uses picture processing functions. The 

computed traffic thickness values are used for the clever 
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traffic signal administration system. This proposed 

approach can strongly assess the density of web traffic 

with the help of the area engrossed by the vehicle edges. 

Traffic density estimation using an area-based method will 

be added functional to manage smart traffic controlling 

lights than earlier conventional approaches. Prewitt and 

Canny edge detection methods are more popular for 

finding the edges in image processing, out of which canny 

edge detection techniques have high accuracy [21-22]. The 

Canny edge detection technique is used to find vehicle 

density in [23], and the calculated density controls the 

smart traffic management system.  

 

Several techniques are used to detect the objects 

which are in motion. Some techniques used to find the 

objects in motion are recursive, and a few are non-

recursive approaches. Recursive MOD approaches are 

Approximation media filter, Mixture of Gaussians (MoG), 

and Kalman filter. Non-recursive approaches are Median 

filter, frame differencing, and Linear predictive filter. 

Chandrasekhar et al. explained all these techniques' merits 

and demerits in detail in [24]. The importance algorithm, 

MoG, used to detect foreground, was explained by T. 

Bouwmans et al. in [25] and A. Yilmaz et al. in [26].  

 

Optical flow estimation, frame differencing, and 

subtracting background are some of the moving object 

recognition techniques. Among these three techniques, the 

subtracting background paradigm is the most suitable 

approach for smart traffic applications. The optical flow 

method needs more complicated computation, and the 

frame differencing technique is more sensitive with its 

illumination switches, creating many traffic difficulties. 

Hence these two techniques are not suitable to use in smart 

traffic systems. MOD uses subtracting background 

paradigm. ED approaches are best suitable for static 

images, and Canny is the best ED technique. This paper 

proposed a novel technique named EDMOD algorithm, 

which uses Canny and MOD methods internally to 

produce the best solution for traffic problems.  

 

3. Methodology 
EDAMOD method for smart traffic management 

involves the following steps. 

 

• Divide the ROI into two regions. 

• Apply the Edge detection technique to find the 

presence of vehicles in the region1. 

• Apply the Moving Object Detection technique to 

find the vehicle density in region2. 

• Decision Making. 

 

3.1. Divide the ROI into two regions 

The main reason for dividing the ROI into two regions 

is that the edge detection method detects the edges for 

static images. The MOD method finds the traffic density 

when vehicles are moving. Generally, vehicles will wait 

until the green light is on at a traffic light junction, so 

divide the ROI into two regions in this project. In the first 

region, apply the edge detection technique to find the 

vehicle's presence. And once the green light is on, vehicles 

will start moving, so in the second region, applying the 

MOD method to find the traffic density of moving 

vehicles. 

 

Fig.1 shows the sample division of ROI into two 

regions. Region1 is selected near the traffic light because 

all vehicles wait for the green light, and Region 2 is the 

remaining portion of ROI because once the green light is 

on, then focusing on the traffic coming in that direction. 

 
Fig. 1 Division of ROI into region1 and region2 

3.2. Apply the Edge detection technique to find the 

presence of vehicles in region1 

Canny is the best edge detection technique out of the 

available edge detection techniques; hence, this project 

uses the canny edge detection technique to find whether 

vehicles are present near traffic junctions. The idea is that 

if vehicles are waiting for the signal at the junction, then 

allot green signal in that direction and immediately find the 

traffic density in region 2. Based on the traffic density 

values in the region2, further decisions will be taken, i.e., 

explained in the decision-making section.  

 

 
Fig. 2 Canny Algorithm  

 The key steps of the Canny algorithm are shown in 

fig.2, and the sample results of Canny with and without 

vehicles are shown in fig.3, fig.4. Here, Canny not only 
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detects the vehicle's edges but also detects the edges of 

other objects or lines present in the frame. Hence first need 

to apply Canny for the empty road to decide the threshold 

value used to identify the presence of vehicles.  

 
Fig. 3 Canny ED result for an empty road 

 

 
Fig. 4 Canny ED result for the road with Vehicles 

3.3. Apply the Moving Object Detection technique to find 

the vehicle density in region2 

Once the green light is on at a traffic light junction, 

vehicles will start moving. At that time, or after 3 seconds, 

I started applying the MOD method to find the density of 

the moving vehicle in the region2. The idea is that if a 

greater number of vehicles are moving in the region2, then 

the traffic in that direction is more, so we need to continue 

the green signal until it reaches its maximum time (60 

seconds or 90 seconds). Suppose a moving vehicle's 

density in region 2 is less than some threshold value. In 

that case, the traffic in that direction is low, so 

immediately need to change the green light to red light by 

giving 5 seconds grace time to avoid accidents at the 

traffic light junction. 

 
Fig. 5 MOD Algorithm 

The step-by-step procedure of the MOD algorithm is 

presented in fig.5. The Intermediary results of applying the 

MOD algorithm are shown in fig.6 and fig.7. Fig.6 shows 

the vehicle detected image after applying it to mask, i.e., 

step 4 result.Fig.7 shows the contour lines drawn over the 

detected vehicles, i.e., step 5 result. 

 
Fig. 6 Sample frame and Vehicle Detection after Masking 

 
Fig. 7 Frame consisting of Contour lines over Detected Vehicles 

3.4. Decision Making 

A novel technique is developed and presented in this 

paper. The very crucial step in this novel technique in 

decision making. The proposed novel approach uses edge 

detection and moving object detection. The proposed 

method divides the ROI at traffic light junctions into two 

regions, as shown in the figure.  

 

Initially, in the first region, the Canny edge detection 

technique was applied to find the area of the vehicle edges. 

If this value is greater than some threshold value, then the 



S. Rakesh & Nagaratna P Hegde / IJETT, 70(7), 88-93, 2022 

 

91 

green light signal will be given in that direction; otherwise, 

fewer vehicles are present so that the red light will be 

continued for some more time, and to the next side region1 

again canny edge detection applied.  

 

If the canny result is more than some threshold value, 

then the green light signal will be given in that direction, 

and after 3 seconds, start calculating the density of the 

moving vehicles in the region2. Again, a decision is taken 

based on the density of the moving vehicle; that is, if it is 

greater than some threshold value, then the green light will 

be continued till it is exhausted. If moving vehicles' 

density is less than the threshold value, traffic is much less 

in that direction, so traffic lights need to change from 

green to red by giving 5 seconds grace time. This process 

continued in a loop at a traffic light junction. The junction 

may consist of 3-direction roads, 4-direction roads, or 5-

direction roads. For all types of junctions, our proposed 

technique will work efficiently. The detailed controlled 

flow is presented in the flowchart shown in fig.8. 

 

 
Fig. 8 Flowchart of EDMOD Algorithm 
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4. Experimental Results 
The proposed EDMOD method was evaluated by 

processing three real traffic video datasets through the 

proposed EDMOD model. The frames are color images, 

and the frame rate is 30FPS.Fig.9, fig.10, and fig.11 show 

the sample frames, which display the traffic density 

values.Fig.9 consists of 31 traffic density, which means 

31% of the road is occupied by the vehicles in the frame. 

Similarly, Fig.10 consists of 29 traffic density, which 

means 29% of the road is occupied by the vehicles present 

in the respective frame, and Fig.11 consists of 0 traffic 

density, which means the frame does not consist of 

vehicles.Fig.11 can be considered one of the proofs for 

extreme test cases because when the frame doesn't consist 

of any vehicles, it shows the result traffic density value as 

0. 

 
Fig. 9 Sample Result Frame with 31 traffic density value 

 
Fig. 10 Sample Result Frame with 29 traffic density value 

 
Fig. 11 Sample Result Frame with 0 traffic density value 

Table 1. Traffic density value range vs. green light allocated time 

Traffic Density Value 

using EDMOD 

Greenlight estimated 

allocation time 

Less than or equal 20 0 Sec 

20 – 30 30 Sec 

30 – 40 45 Sec 

Greater than 40 60 Sec 

The estimated green signal allocation time based on 

the EDMOD method, especially ED traffic density values, 

is shown in table 2. If the traffic density value is less than 

or equal to a fixed threshold value, i.e., 20, then the traffic 

at that instant is assumed to be very low; hence, the green 

signal is not allocated. Otherwise, green signal time needs 

to be allocated using table 1 values. The allotted green 

signal time may be completely used or not depending on 

the EDMOD algorithm that is already discussed in the 

methodology section, i.e., if MOD traffic density values 

are less than the threshold value, then the green signal is 

changed to a red signal by giving a grace time of 3 to 5 

seconds otherwise green signal continued till the allotted 

time. 

 

5. Conclusion and Future Scope 
The proposed EDMOD model in this paper works 

efficiently and gives good results compared to existing 

techniques, i.e., the EDMOD approach is a novel method 

that works efficiently with static and dynamic frames. 

Using this proposed novel method, the traffic density 

values of live traffic frames are calculated by passing the 

live traffic videos as input to the proposed model. The 

traffic video datasets used in this paper can generate 30 

FPS and the time required to process and calculate the 

traffic density for each frame is around 1 sec. So, there is a 

need to find the average value of a few latest frame's traffic 

densities so that it is used to monitor the traffic light, i.e., if 

the average density value is lesser than some threshold 

value, then needs to change the traffic light from green to 

red because this value suggests the traffic is less otherwise 

the green light must be continued till reaches maximum 

allocated time 60 seconds. In this way, the proposed 

system will solve the issues related to traffic congestion 

problems.  
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For mobile cloud computing (MCC), a local virtual machine- (VM-) based cloudlet is proposed to improve the performance of
real-time resource-intensive mobile applications. When a mobile device (MD) discovers a cloudlet nearby, it takes some time
to build up a virtual machine (VM) inside the cloudlet before data offloading from the MD to the VM can begin. Live virtual
machine migration refers to the process of transferring a running Virtual Machine (VM) from one host to another without
interrupting its state. Theoretically, live migration process must not render the instance being migrated unavailable during its
execution. However, in practice, there is always a service downtime associated with the process. This paper focuses on
addressing the need to reduce the service downtime in case of live VM migration in cloud and providing a solution by
implementing and optimizing the multipath transmission control protocol (MPTCP) ability within an Infrastructure as a
service (IaaS) cloud to increase the efficiency of live migration. We have also introduced an algorithm, the α-best fit algorithm,
to optimize the usage of bandwidth and to effectively streamline the MPTCP performance.

1. Introduction

A virtual machine (VM) refers to an entity that does not exist
physically, but is hosted on a hypervisor, and yet has all the
capabilities of an equivalent physical machine [1]. This virtuali-
zation gives an added advantage in the form of the ability to
migrate a VM from one host machine to another. Virtual
machinemigrationmay be done in the cloud for several reasons
including load balancing and energy usage optimization. When
a VM is used to handle data traffic within a cloud, a relatively
freer host (destination host) can be chosen to migrate it to, as
an attempt to relieve the load on the source host. Similarly,
energy optimization within the cloud can be done by shutting
off the nodes which do not host any occupied VMs [2].

In datacenter virtualization, live migration is a crucial
technology and feature. With live migration, VMs can be
transferred from one physical host to another with little to
no impact on the availability of running applications. This
ensures that running applications are not harmed by any
physical server failures, significantly improving service avail-
ability. The TCP/IP protocol is used to send live migration
communications via the Ethernet network that connects
the cluster servers. The content that needs be migrated is
mostly the CPU cache, memory, and buffers; however, the
memory content takes up the majority of the time. The con-
tent of the CPU cache and buffers is almost insignificant in
comparison to the RAM content, which is what most
authors assume in live migration modeling.
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In the early stages of its development, VM migration was
static in nature. This is to say that the general practice was to
suspend the VM state before the actual migration took place.
This caused the instance to be unavailable throughout the
migration process. The functioning of the VM was resumed
after the entire VM data, that is, the memory pages and the
processor state, was copied to the destination host. It is easily
imaginable how much inconvenience this sort of a process
can cause when implemented in cloud environment [3].
The users pay for the services they receive, and they expect
those services to be available all the time. In such scenario,
where a VM handling some or all of those services is
rendered unavailable till the completion of the migration
process, the user experience surely tends to degrade [4].

The solution was live VM migration. In this case, the VM
is not unavailable for the entire duration of the migration but
only a smaller fraction of it, which is termed as the service
downtime. Theoretically, the machine continues to function
as if nothing had occurred at the back end during the migra-
tion process. However, as shown by Sv¨ard et al. [5], running
processes on the VM are interrupted even during its live
migration. This is attributed to the service downtime. There-
fore, even if the service downtime is small, to ensure good
end user experience, there will always be a need to reduce it
as much as possible.

Whenwe talk about the functioning of an Infrastructure as
a Service (IaaS) cloud, we automatically step into the realm of
software-defined networking (SDN). SDN refers to the use of
programmable software components that can be installed in
a networking framework and still provide the same function-
ality as their physical hardware counterparts [6]. Modern
clouds depend heavily on SDN to function. Though physical
resources are required to host the cloud instances, the net-
working in the cloud combines elements which are both phys-
ical and software defined in nature. Without SDN, it would be
nearly impossible to cope with the growing pressure on data
networks as the number of mobile networking devices increase
[7]. IaaS cloud platforms such as “OpenStack” use SDN to
connect the instances to the physical networking resources.
With SDN, networking becomes more manageable and less
cumbersome. Moreover, we can add or remove elements from
a software defined network according to our needs, which
would otherwise require the installation and removal of phys-
ical networking devices.

In this paper, we have implemented multipath TCP,
which is a recent project by the Internet Engineering Task
Force (IETF) to facilitate faster data transfer within the
cloud environment [8]. The VM data can be transferred with
a higher speed between the host nodes in case of data centers
if the effective bandwidth of the connection between them
can be increased. This ability is provided by MPTCP by
allowing us to use multiple paths for TCP data transfer at
the same time. By the creation of TCP subflows, MPTCP
makes use of multiple interfaces on the connected hosts for
the transfer of data. Hence, theoretically, the aggregate band-
width of each of the individual paths is available for data
transfer. However, in reality, this is not the case. MPTCP
requires some optimization techniques to be implemented
effectively in the cloud. We introduce an algorithm, the α-

best fit algorithm, for the optimization of MPTCP usage, and
compare it to the subflow optimization offered by Joshi and
Kataoka [9]. This algorithm provides a much better optimiza-
tion scheme than the one already proposed [9] in terms of
bandwidth usage. The generation of optimum number of
subflows in [9] leads to wastage of bandwidth by generating
suboptimal results, while the α-best fit algorithm minimizes
this wastage, which is crucial in the cloud scenario where
bandwidth resources to be dealt with are massive in scale.

There are three forms of live VMmigration: precopy, post-
copy, and hybrid-copy. The most resilient migration type is
precopy live migration, which we focus on in this study. The
source host memory content copy begins and continues to
transfer until it reaches a halting circumstance in precopy
migration. The VMwill then stop on the source host and start
on the target host. This is the most popular migration method
used by commercial and open source hypervisors since it is the
most dependable.

The remaining part of this paper is organized as follows:
Section 2 explains the conventional algorithm that is in use
for conducting live migrations, Section 3 explains MPTCP,
and its effects on live migration of cloud instances, Section
4 explains the need for optimization of MPTCP implemen-
tation in cloud environments and puts forward our pro-
posed approach to do so, Section 5 contains the details of
implementation of MPTCP in the cloud environment, Sec-
tion 6 embodies the results obtained, and Section 7 includes
the discussion on the results and the conclusion.

2. Related Work

Multipath TCP is a TCP enhancement that allows for simulta-
neous transmission of data through many pathways from one
end to the other. For example, multipath TCP allows many
applications to transport and receive data over multiple inter-
faces, such as cellular and Wi-Fi, by creating a single TCP sub
flow for each interface [10]. This subflow is used by the
MPTCP scheduler to transmit and receive data. MPTCP’s
design has various advantages, including resource utilization,
throughput, and a mild response to faults, as well as good
route performance.

If numerous sub flows are available, a scheduler [11]
selects the subflow with the least round-trip time (RTT) to
transfer the data. During the transmission of the segment,
the scheduler chooses the way with the shortest round-trip
time among all subflows whose congestion window is not yet
full. If there are multiple such paths, the scheduler creates a
bias towards one of them. It also continues to deliver informa-
tion on the particular subflow until the congestion window for
that sub flow is full. In prior research, MPTCP was examined
in a mobile situation. The authors investigated the impact of
mobility on MPTCP in [12], and in [13], they offered various
MPTCP options for use by cell phones for Wi-Fi handover.
However, neither of the works investigates the heterogenetic
nature of the path in lossy subflows. The authors of [14] gave
a comparison of single TCP vs. multipath TCP. The authors of
[15] used various scheduler algorithms to calculate the impact
of scheduler architecture on performance. In [16, 17], different
congestion mechanism techniques are compared.
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The authors proposed scheduler algorithms in [18], which
select subflows based on an estimate of the amount of traffic
they can handle before becoming congested. By considering
large network transfers and a restricted buffering quantity,
the methodology demonstrates. Another unique scheduling
policy offered by the authors in [19] was to keep a strategic dis-
tance from out-of-request parts. The authors do not explain
why a segment is removed from the TCP buffer after it is
transmitted by another subflow. The authors presented a
delay-aware packet scheduler technique on the ns-2 simulator
platform in [20]. In both delay and stable settings, the
proposed technique analyses path heterogeneity. The perfor-
mance of MPTCP over a mobile network was examined by
the authors in [21]. The analysis took into account a variety
of subflows as well as precise statistics such as round-trip time
(RTT) and out-of-order delivery, but the authors did not
account for lossy subflows. Lim et al. proposed a new sched-
uler method that sends buffers by monitoring available band-
width on each subflow, but it does not take use of the data loss
rate on each sub flow.

3. The Precopy Algorithm

This is the conventional method for carrying out live VM
migrations. In this method, the memory pages of the VM
are sent before its processor state to the destination node.
The transfer of the memory pages occurs in several itera-
tions. These iterations continue till a set number is reached,
or a small enough writable working set (WWS) is obtained
[22]. In each iteration, there are certain memory pages
which are modified during the transmission, and these are
called dirty pages. During each iteration, there is a possibility
of a memory page being dirtied, and these dirty pages are
transferred to the target node in the next iteration.

The duration of service downtime starts when either a
WWS is obtained or the cap on the number of iterations is
reached [23]. If either of the above conditions are satisfied,
the VM at the source node is suspended, and all the remain-
ing memory pages along with the dirty pages from the
previous iteration are moved to the destination node. After
this transfer, the VM is resumed at the destination node,
and its source node copy is destroyed. Hence, it is obvious
that the service downtime depends upon the number of
memory pages to be sent, which also includes the dirty pages
from the previous iteration [24].

The time taken to transfer the entire RAM is given by [22]

t0 =
V
B
, ð1Þ

where V is the total memory size of the VM, and B is the
available bandwidth.

We must also consider the page dirtying rate to get a
measure of the time required for their transfer in each itera-
tion during precopy. This time required for the transfer of
the remaining memory pages, which also includes the pages
dirtied in each iteration, is given by [22]

t1 =
R × t0
B

, t2 =
R × t1
B

, tk =
R × tk−1

B
, ð2Þ

where R is the memory dirtying rate, and k is the total
number of iterations.

The precopy process gets suspended when the k -th iter-
ation occurs, and the stop conditions are satisfied. Following
this, the VM at the source is suspended, and the remaining
dirty pages, along with the processor state of the VM, are
transferred to the destination node [22]. This takes about
tk = R × tk−1/B amount of time.

Hence, the total time for the precopy and stop and copy
is calculated as

T0 = t0 + t1 + t2+⋯+tk =
V
B

× 1 − Rð /BÞk+1
1 − Rð /BÞ : ð3Þ

Therefore, the total migration time is given by

Tmig = Pr e −migration overhead + To + Post‐migration overhead,
ð4Þ

where the premigration overhead refers to the time
required for the resource reservation, and the postmigration
overhead consists of the commitment and activation stage of
the precopy [22]. While these overheads are largely unavoid-
able, the value of To can be varied.

4. Multipath TCP (MPTCP)

MPTCP is a recent project by the Internet Engineering Task
Force (IETF). This project enables data transfer via multiple
TCP subflows that are sent over different TCP paths [8].
This capability is of great value if we consider its implemen-
tation in data centers. Multiple paths to send data imply
more bandwidth for data transfer. In principle, this band-
width should be equal to the aggregate of the bandwidth
capacities of the individual paths [25].

As we can see in Figure 1, data is divided into chunks,
and these chunks are transferred through different subflows
over different paths. This means that the client and the
server in a simple MPTCP connection have multiple IP
addresses, which may or may not be in the same network
[26]. In case of data centers, MPTCP can therefore be uti-
lized to obtain the ability of fast data transfer; since, at any
given time, more than one paths can be used simultaneously
as opposed to TCP, which can be seen in Figure 2.

Now, consider the scenario in which the implementation
of the precopy algorithm described in Section 2 in combina-
tion with the MPTCP capability is being carried out.

If we consider k number of iterations to occur for the
transfer of dirty pages in case of a single active path for data
transfer, as was the case in equations (2) and (3), then we
can see that for an iteration i, the pages dirtied will be R × i
, and these will be transmitted in the ði + 1Þ-th iteration.
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As stated by Nathan et al. [27], the page dirtying rate for
the i-th iteration is given by the expression:

R = number of pages dirtied in iteration i − 1ð Þ × page size
time taken by iteration i − 1ð Þ :

ð5Þ

Now, the time taken for an iteration is dependent upon the
bandwidth available, which is evident from equation (2).
Hence, an increased bandwidth will reduce the page dirtying
rate [28]. This implies that less pages will be dirtied in each
iteration with the increase in effective bandwidth, and hence
the time required for these iterations will decrease. Consider-
ing the page dirtying rate to be constant for a migration, then

9 Mbps
1 Mbps

6 Mbps

9 Mbps

2 Mbps

MPTCP flow MPTCP flow

TCP subflow 2

TCP subflow 1

TCP subflow 3

Figure 1: Division of MPTCP flow into TCP subflows.
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Figure 2: Comparison of MPTCP session with normal TCP session.
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the advantage of added bandwidth is expected to reduce the
time tði+1Þ = R × ti/B′, where B′ is the new bandwidth.

This implies that though the iterations will require lesser
time than in the case of a reduced bandwidth capacity, the
actual number of iterations, k will remain the same.

This implies that the advantage MPTCP will provide due
to increased aggregate bandwidth will be in the form of
reduced transmission time rather than reduced number of
iterations before the WWS is achieved. Also, as stated in
[22], the time required after k iterations to transfer the
WWS and the processor state is given by

tk =
R × tk−1

B
ð6Þ

This time period required for the stop-and-copy phase
will be reduced by an increase in bandwidth. Therefore, a
decrease in service downtime is expected.

Assuming that we have an MPTCP connectivity between
two host machines with x number of active paths for data
transfer, let γ be the segment-wise bandwidth utilization
factor, which is explained in the next section.

Hence, the aggregate effective bandwidth of the MPTCP
connection will be B′ = x × γ × B, where B is the bandwidth
of each individual path in the MPTCP connection.

Using this new bandwidth, equations in Section 2 can be
written for the MPTCP scenario as

t′0 =
V

B′
, ð7Þ

t′1 =
R × t′0
B′

, t2 =
R × t′1
B′

, t′k =
R × t′k−1

B′
, ð8Þ

T′0 = t′0 + t′1 + t′2+⋯+t′k =
V

B′
×
1 − Rð /B′

�k+1
1 − Rð /B′

� : ð9Þ

Using B′ = x × γ × B in equations 7and 8, it can be stated
that for an iteration i,

ti′=
ti

xγð Þi+1
: ð10Þ

From equation (10), it can be inferred that with the
increasing number of iterations, the time required for trans-
mission of data will decrease progressively in case of MPTCP
connectivity between the hosts. When the value of “i” in
equation (10) becomes equal to k, then the time period t′k
represents the time spent in the stop-and-copy phase [22],
which is synonymous to the service downtime. The value x
will always be positive and greater than one for an MPTCP
connection, while γ will be a positive fraction representing
the degree of utilization of the bandwidth resources.

On the other hand, equation (10) also provides the infor-
mation that in case of TCP connection between the hosts,
when x = 1, γ is still less than 1. This means that with each
successive iteration, with increasing powers of γ, the perfor-

mance of precopy for transmission of dirty pages will
degrade.

Therefore, while TCP connectivity causes the perfor-
mance to worsen with every iteration, MPTCP connectivity
actually increases it with the increase in number of iterations
till a set number of iterations, which will depend upon the
product ðxγÞ. As long as the quantity ðxγÞ remains greater
than one, the performance will increase with increasing
number iterations.

Rearranging equation 6 is as follows:

T′0 = 〠
k

i=0

ti
xγð Þi+1

: ð11Þ

Therefore,

xγð Þk+1T′0 = 〠
k

i=0
ti xγð Þk−i: ð12Þ

Dividing equation (9) by equation (3), we get

T0′
T0

= 1
xγð Þk+1

× 〠
k

i=0
xγð Þk−i ð13Þ

Hence, it can be seen that the ratio T0′/T0 will always be
less than one if the product xγ > 1. Therefore, the total
migration time will also decrease with increasing number
of active paths for data transfer.

This deduction implies that by increasing the number of
active paths in an MPTCP connection, there will be a reduc-
tion in the service downtime to a negligible nonzero amount.
However, this is not the case, and thus the MPTCP connec-
tion requires optimization for the reason that with increas-
ing number of paths in an MPTCP connection, there is an
increased possibility of network congestion at the points
where the subflows reunite. This congestion lowers the value
of the factor ðxγÞ, as the bandwidth utilization ðγÞ is drasti-
cally reduced in case of congestion.

Focusing on the value of γ, its relation to x and T0 can be
predicted to some extent using equation (11). Partially
differentiating equation (11) with respect to γ,

∂T0′
∂γ

= 〠
k

i=0

∂
∂γ

ti
xγð Þi+1

 !
= −t0
xγ2

−
2t1
x2γ3

−⋯−
k + 1ð Þtk
xk+1γk+2

:

ð14Þ

In terms of t0, we have

∂T0′
∂γ

= t0
xγ2

−1 − 2R
Bxγ

−⋯−
k + 1ð ÞRk

Bkxkγk

" #
: ð15Þ

This series can be converged, and the resulting equation
is as follows:
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∂T0′
∂γ

= −t0
xγ2

× B−kγ−kRk+1x−k k + 1ð ÞR − Bγx k + 2ð Þ − B2x2γ2

Bγx − Rð Þ2
" #

ð16Þ

Figuring out the value of γ at which the value of To will
be maximum or minimum can be achieved by finding the
critical points by equating the partial differential in equation
(16) to zero.

Substituting ∂T0′/∂γ = 0, equation (16) can be rewritten
as

B−kγ−kRk+1x−k k + 1ð ÞR − Bγx k + 2ð Þ − B2x2γ2

Bγx − Rð Þ2
" #

= 0: ð17Þ

As −t0
xγ2

≠ 0: ð18Þ

Now, Let

C1 = B−kx−kRk+2 k + 1ð Þ, ð19Þ

C2 = B1−kx1−kRk+1, ð20Þ

C3 = B2x2:

C4 = C2 k − 2ð Þ:
ð21Þ

Substituting the above values in equation (17),

C1
γk

−
C4
γk−1

− C3 = 0⇒ C1 − C4γ − C3γ
k = 0: ð22Þ

Equation (22) is a polynomial of order k. Here, the value
of γ can be represented by the series:

γ = 〠
∞

m=0
−1ð Þm Cmk−m+1

1 Cm
3

Cmk+1
4 m!

Ym−2

j=0
mk − jð Þ = C1

C4
−
Ck
1C3

Ck+1
4

+ 2kC2k−1
1 C2

3
2!C2k+1

4

−
3k 3k − 1ð ÞC3k−2

1 C3
3

3!C3k+1
4

+ 4k 4k − 1ð Þ 4k − 2ð ÞC4k−3
1 C4

3
4!C4k+1

4
−⋯

ð23Þ

This series will converge if the following condition is
satisfied:

Ck−1
1 C3
Ck
4

�����
����� <

k − 1ð Þk−1
kk

, ð24Þ

which translates to

Bx
R

� �2
× k + 1ð Þk−1

k − 2ð Þ

�����
����� <

k − 1ð Þk−1
kk

: ð25Þ

For this inequality, it can be clearly seen that k ∉ ½0 ; 2�,
because for k ∈ ½0 ; 2�, the inequality becomes meaningless.
Therefore, k ≥ 3 which is justified as practically the number

of iterations is always higher than two. Hence, the series in
equation (23) cannot be converged.

Now, the constraint on the value of γ is that γ ∈ (0; 1) If
C1, C3, C4 > 0 and C1 < C3 + C4, there can be a unique value
of γ, which will be the critical point for the equation (11).
This can be accomplished by taking a sufficient number of
terms so that we get a good approximation of the sum of
the series in equation (23).

The page dirtying rate, as defined by Nathan et al. [27], is
lesser than the value of (Bx), which is quite reasonable. Also,
since k and x are positive integers, and γ ∈ (0; 1).

Therefore, using the values of C1, C2, C3, and C4 in equa-
tion (25), it can be seen that

γ = R
Bx

× k + 1
k − 2 : ð26Þ

The higher terms in the series given by equation (23) are
not taken into consideration, because of the fact that for k
∈ ð3,∞Þ, the value of higher terms will become negligible.
At greater values of k, the power of the terms in the denom-
inators of the terms in equation (23) will increase steeply.
The first term yields a number that satisfies the condition
of γ ∈ (0, 1), while inclusion of the higher terms does not
affect its value significantly. This concludes that the value
of k, given our constraints is as in equation ((26)).

Now,

∂2T0′
∂γ2

= ∂2

∂γ2
〠
k

i=0

ti
xγð Þi+1

" #
= 〠

k

i=0

∂
∂γ

−ti i + 1ð Þ
xi+1γi+2

� �
= 〠

k

i=0

ti i + 1ð Þ i + 2ð Þ
xi+1γi+3

:

ð27Þ

As all the variables in equation (27) are positive, and the
critical point given by equation (26) is also a positive value, it
can be inferred that the critical point is the point of maxima
for the function T0′ with respect to γ with x and k constant.

Thus, it is explicit that for the value of γ given in equa-
tion (26), the migration time T0′ will be maximum. This
proves that for MPTCP to be advantageous at a given num-
ber of active data paths between the hosts, the value of γ
must be greater than the expression given by equation (26).

5. Optimizing MPTCP Capability

TheMPTCP capability offers higher bandwidth for data trans-
fer in clouds and data centers. In theory, by increasing the
number of paths in an MPTCP session between two hosts,
there should be significant improvement in the data transfer
speed as an effect of increased effective bandwidth. One must
therefore expect that the number of paths can be increased
without any limit to obtain a nearly infinite bandwidth capac-
ity for data transfer. However, it is not the case. While it is true
that the increase in the number of paths leads to increased
number of TCP subflows in an MPTCP session, their opti-
mum usage is something that depends upon other factors.

As explained by Joshi and Kataoka [9], overutilization as
well as underutilization of the MPTCP capability by creating
fewer or a greater number of subflows than required leads to
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poor performance in terms of data transfer. [9] already provides
an optimization algorithm which has been tested and imple-
mented to provide an improved result than usingMPTCPwith-
out any subflow optimization in terms of throughput.

The SFO given in [9] is modified to obtain the α-best fit
algorithm, which is more suited for the cloud environment.
Moreover, as the cloud environment deals with bandwidth
resources that are in order of Gbps, the optimization of the
SFO [9] for improved performance in terms of bandwidth
utilization is needed.

The MPTCP subflow optimization as elaborated in [9]
consists of three functions, the first function responsible for
finding the feasible paths for the MPTCP session between
the hosts, and the second function is responsible for calculat-
ing the optimumnumber of sub flows, while the third function
deals with the assignment of paths to the MPTCP subflows.

SFO [9] uses the modified k-shortest path algorithm in
order to calculate the set of shortest paths for data transfer
between the hosts. While this approach suffices in the experi-
mental topology considered in [9], it might lead to suboptimal
bandwidth utilization in case of other available topologies for
data centers and cloud environment. Hence, the first optimi-
zation we propose is tomodify the path findermethod to func-
tion not on the shortest k-path algorithm, but on maximum
bandwidth algorithm, which gives priority to the path with
the highest bandwidth capacity during selection.

The function responsible for the calculation of optimum
number of sub flows has been modified by us to include the
aspects of protection against path failure and reliability in per-
formance along with optimization of the selection process.

5.1. The α–Best Fit Algorithm. Before discussing the α-best fit
algorithm for the optimization of MPTCP subflows, it is
essential to consider a factor that ought to be useful while
we deal with substantial amount of bandwidth capacities,
as is in the case of data centers. This factor is the segment-
wise bandwidth utilization ratio (γ), including this factor will
lead to a better reliability of the system, as it gives us a more
realistic and practical view of the bandwidth resources. The
inclusion of γ increases the accuracy of the algorithm while
functioning in real time conditions.

This factor is calculated by the standard method, which
involves using SNMP objects to know what fraction of the
total bandwidth of a link is being considered. The bandwidth
of a path is limited by the capacity of the minimum band-
width link in its constituting links. This means that for a
path consisting of n links, λP = ½min ðλi, ∀i ∈ PÞ�ni=1. There-
fore, γ is calculated segment-wise.

The value of γ can be calculated as [29]

γ = max ΔIfInOctets,ΔIfOutOctetsð Þ × 8
Δtime period between the polls × IfSpeed , ð28Þ

where IfInOctets and IfOutOctets refer to the ingress
and egress SNMP objects on a TCP link which are sent
repeatedly after a fixed time interval. IfSpeed refers to the
interface speed as stated by the specifications of the link.

Let S be the total size of the VM data to be transferred
during the MPTCP session, τ be the time limit in which
the live VM migration should be complete, αd be the
demand of bandwidth resources for the transfer of the
VM, ONS be the optimum number of subflows, OP be the
set of all the optimized paths available to put the sub flows
on, FP be the set of all the feasible paths, D be the set of dis-
carded paths, and λ be the bandwidth capacity.

The subflow optimization [9] provides a method to
divide the MPTCP traffic into a suitable number of sub
flows; however, they do not clarify the ramifications of the
case when a particular path fails in the MPTCP connection.
The comparison between α-best fit algorithm and subflow
optimization algorithm [9] is represented in Table 1.

In order to address the scenario, in which a path moves to
a “down” state, an additional clause has been devised in the α-
best fit algorithm. This part of the algorithm makes use of a
function named failure protection, which uses the set of all fea-
sible paths (K) and the bandwidth capacity of the failed path to
decide which path to redirect the subflow, which was initially
on the now failed path, or to divide the subflow further into
smaller subflows that are redirected onto other available paths
in the set K. It is ensured that the algorithm functions in a way
that causes minimum wastage of bandwidth owing to the
importance and the order of magnitude of the bandwidth
resources in the cloud environment.

6. Implementation

The implementation MPTCP on an OpenStack Mitaka IaaS
cloud consisting of four nodes–one controller node, two com-
pute nodes, and a block storage node, was done. The network-
ing inside the cloud makes use of the OpenStack Neutron
server residing on the controller node, and ML2 is used as
the core plugin with Linux Bridge agent as the mechanism
driver. The controller node has 16GB RAM, 250GB SDD,
two network interfaces, while the compute nodes have 32GB
of RAM, 150GB SDD, and four network interfaces each.
The block storage node has 32GB of RAM, 150GB SDD on
which the Operating System is hosted, and a 500GB SDD to
provide block storage resources to the OpenStack instances.
The Operating System installed on all the four nodes is
Ubuntu 14.04 LTS. Figure 3 shows the host networking imple-
mented for deploying Openstack with MPTCP capability.

In order to measure the service downtime, instances are
created, and they are pinged continuously from the control-
ler node while the migration process from one compute host
to another occurs. The time for which the instance remains
unavailable is observed as the service downtime. A packet
sniffer (Wireshark) is used for this purpose.

The service downtime is measured without using
MPTCP (normal TCP connection) and then using MPTCP
using two and then three paths between the hosts, respec-
tively. Comparisons are made using the obtained results.

In order to test the proposed algorithm for optimization of
MPTCP connection, we compare the results of the algorithm
given in [9] to α-best fit algorithm’s performance on randomly
generated bandwidth values for a Multi Path TCP connection.
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Table 1: Comparison between α-best fit algorithm and subflow optimization algorithm [9].

The α–best fit algorithm Subflow optimization [9]

The maximum bandwidth path is given priority while selection of feasible paths.
The shortest path is chosen while deciding the set of

feasible paths.

Discarded paths are stored as they can be used later to make maximum use of the
available bandwidth.

Paths once discarded are never used again.

Either the path with bandwidth closest to the demand is used, or the subflow is
divided into smaller subflows.

If the ONS is one, it might lead to the selection of a
path with far greater bandwidth than the demand.

Protection against failure of a path is taken into account. Protection against failure is not considered.

It is more reliable to function correctly in real time environment as bandwidth
utilization factor is taken into account.

Bandwidth utilization factor is not considered, hence,
its reliability in real time environment is limited.

1. Compute α d=s/τ
2. Initialise D=ϕ; ONS=0; OP=ϕ; FP←K; Sort K in ascending order of bandwidths
3. Compute λP∀P ∈ K
λP = γ½λP�jFPjði=1Þ
4. Compute the total capacity of all feasible paths as

∝ =∑ðjFPjÞ
P=1 λP

5. if αd < α then
6. FP←FP-Pmin, Where Pmin is the path ∈ FP with the minimum bandwidth
7. D⟵D ∪ Pmin
8. Compute the new bandwidth capacity

αs =∑ðjFPjÞ
P=1 λP

9. if αd < αs then
10. α⟵ αs

11. Repeat 5
12. while i=1 to |D do
13. FP⟵ FP ∪Di

14. αs′ =∑ðjFPjÞ
P=1 λP

15. if αd ≥ αs′ then
16. FP←FP-Di
17. i++18. OP←FP, ON=|OP|
19. if ONS=1 & λP ≠ αd then
20. K←ϕ, K←D, D←ϕ
21. goto 3
22. return OP & ONS

23. if ½OPi�jOPji is down then, WhereOP is the set of Optimal Paths returned from22
24. Invoke failure_protection(K,λ(OPi)), OP←OP-OPi+OPindex, where index is a set returned by the function failure_protection
25. The function failure_protection can be elaborated as:
26. Function FAILURE_PROTECTION(K,λ(OPi))
27. Initpos=0, K ′←ϕ, index←ϕ, C=0
28. for j=1 to |K| do
29. if Kj=λ(OPi) then
30. pos←j

31. K ′ ⟵ K ′ ∪ ½Pk�jk=1 : Pk ∈ K
32. C←possible number of combinations in K ′ such that ∑K′

k=1 = λ(OPi)
33. if C=0 then
34. index ←pos+1
35. else
36. Choose the combination with minimum number of paths in K ′
37. index←positions of constituting in K ′
38. return index

Algorithm 1: The α-best fit algorithm.
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7. Results and Discussion

During the migration of an instance, the service downtime is
detected using a packet sniffer (Wireshark). The instances
are pinged every millisecond, and the time of their unavail-
ability is measured in terms of the packets not received by
them during the duration of the migration process.

It can be inferred from Figure 4 that when the migration
of a CentOS 7 instance with 16GB RAM is conducted, we
have a drop for a significant amount of time in the number
of ICMP packets transmitted to the OpenStack instance.
This dip is shown graphically in the figure and pertains to
the service downtime.

We have also measured the service downtime for 50
migrations of “Cirros” instances with different RAM specifi-
cations, and a graph displaying avg downtime vs. RAM of
the instance being migrated is shown in Figure 5.

The results in Figure 5 show that with increasing RAM
size of the instance, the service downtime is increased. This
can be justified by considering that with the increase in
RAM, the number of memory pages to be transferred in each
iteration of the precopy algorithm increases as per equation

(1). This leads to higher number of pages dirtied in every
iteration. When the WWS is obtained, or the cap on the
number of iterations is reached, with increasing RAM, the
amount of data to be transferred increases as seen from
equations (2) and (3). Hence, there is an increase in the ser-
vice downtime.

7.1. Results of MPTCP Implementation without Optimization.
After the measurement of service downtime in a single path
TCP scenario, MPTCP capability is enabled, and the same
procedure is carried out using two paths for the MPTCP com-
munication between the compute hosts. The concept for per-
forming this experiment is that with increased number of
paths, the VM data will be divided into smaller streams/flows
of data and transferred from both the paths at the same time,
speeding up the data transfer. The results obtained provide the
proof that the assumption made earlier is correct. While the
average service downtime with a single path connectivity for
data transfer between the compute hosts is 1.12 seconds, by
increasing just one path, it is reduced to 0.58 seconds. Hence,
it is observed that the service downtime has been reduced by
48% of the original value.

Controller node

Compute node 1

Block storage node

Management network

Provider network

Link to provider network
Link to management network

Router

Switch

Figure 3: Host networking layout for implementation.
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Encouraged by the results in Figure 6, the number of
MPTCP paths was increased to three. The service downtime
of random migrations using single path TCP, MPTCP with
two paths, and then with three paths has been plotted.

While there is a noted improvement with the increase in
the number of paths by one, we observed that by adding the
third path, the decrease in the service downtime is not satis-
factory. The service downtime for random migrations using
two path MPTCP connectivity and three path MPTCP con-
nectivity has also been plotted.

The justification for this has been provided in Sections 3
and 4, which elaborate the functioning of the precopy mech-
anism with MPTCP and the need for optimization of
MPTCP. The increase in the number of active paths to three
for data transfer caused an increase in network congestion in

the OpenStack management network, which reduced the
bandwidth utilization. As the value of γ dropped, the factor
ðxγÞ dropped as well, thus accounting for the reduced per-
formance as per equation (10).

The α-best fit algorithm proposed in Section 4 is tested for
random bandwidth values of the available paths. We have
compared the results obtained from the run of the proposed
algorithm 4.1 to those obtained after the run of the algorithm
given by Joshi and Kataoka for ONS computation [9].

7.2. Results from the α-Best Fit Algorithm. In order to dem-
onstrate the comparison of the performance of the algorithm
for optimization of MPTCP subflows proposed in this paper,
and of the algorithm given in [9], tests were conducted in
different aspects. The first aspect to be considered is the
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optimal number of subflows for different bandwidth demands.
Evident from Figure 7(a), this is pretty much the same for both
the algorithms. This means that for different values of∝d, the
same number of subflows will be created using either of the
algorithms.

Figure 7(b) shows the variation of the aggregate band-
width of the subflows (∝s) with the demand of bandwidth
(∝d) for a given value of ONS, thereby displaying the com-
parison between the α-best fit algorithm and SFO [9]. It can
be inferred from the graph that our proposed algorithm
delivers precisely the same amount of bandwidth as required
during an MPTCP session.

Figure 7(c) shows the variation in the aggregate band-
width of the subflows as a function of time. The MPTCP ses-
sion bandwidth demand is assumed to be fixed at 50Mbps.
It can be seen that the range of variation of the aggregate
bandwidth of the optimal paths is narrower, and the extrem-
ities are closer to the demand value in case of the α-best fit
algorithm.

Figure 7(d) shows the relationship between∝s and =∝d .
As ∝d increases, ∝s increases in both the cases. However, in
the algorithm given in [9], the rise is steeper in comparison
with the α-best fit proposed algorithm. This means that the
algorithm proposed in this paper adheres to the demand
closer than the initial algorithm. Hence, the bandwidth
usage is optimized.

In general, the utilization of bandwidth for the same
demand in the α-best fit algorithm is more optimized than
the initial algorithm. SFO [9] leads to wastage of bandwidth,
as more bandwidth than required is taken up for the same
data transfer. In case of cloud environments, this makes a
huge difference, as the bandwidth is in the order of Gbps.

Finally, the action taken by the α-best fit algorithm in
case of path failure is illustrated in Figure 7(e). Consider four
paths with bandwidths 5, 10, 15, and 20Mbps. If the demand
is fixed to 25Mbps, and the number of ONS is two, then ini-
tially, the 20Mbps and 5Mbps paths are chosen to put the
subflows on. However, in case of the failure of the 20Mbps
path, the algorithm invokes the path_failure function and
chooses the 15Mbps and 10Mbps paths to put the subflows
on. Hence, the α-best fit algorithm offers a greater degree of
optimization along with failure protection when compared
to SFO [9].

8. Conclusion and Future Enhancements

As can be shown, MPTCP can be quite useful in a cloud set-
ting for live VM migration. This capacity reduced service
downtime, allowing for enhanced service quality. The results
in Section 6 show that adding a single active data channel
reduced service downtime by nearly half. In addition to sev-
eral paths for data transfer between the host machines, the
service downtime was decreased from 1.12 seconds to 0.58
seconds. Reduced service downtime enhances end-user
experience and overall cloud performance in terms of
responsiveness and reliability. We addressed the necessity
to optimize MPTCP connections by providing an algorithm
4.1. A more elaborate approach was presented that takes into

account not only the optimization of subflows but also the
improvement of reliability and performance in case of path
breakdown.

The proposed α-best fit approach can be used in conjunc-
tion with the precopy in the cloud to improve the efficiency of
live VM migration. The α-best fit algorithm saves a lot of
bandwidth by optimizing its consumption. The algorithm’s
failure prevention clause boosts its reliability. Also, the aggre-
gate bandwidth of the α-best fit algorithm’s subflows is less
than the SFO’s subflows [9]; yet, it meets the bandwidth
requirements. Our results also show that the aggregate band-
width of subflows from the α-best fit method changes within
a narrow region near the bandwidth requirement.

The service downtime for live migration of instances can
be further reduced by using a separate migration method in
conjunction with ours. For example, adaptive memory com-
pression [24], CR/TR motion [30], delta compression [5],
and CPU scheduling for synchronization have all been
added to precopy. These changes will reduce service down-
time. Others like the postcopy algorithm [31] or a hybrid
strategy that incorporates the benefits of both precopy and
postcopy algorithms can also be employed in the cloud using
MPTCP in future.
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Intelligent Automation (IA) in automobiles combines robotic process automation and arti�cial intelligence, allowing digital
transformation in autonomous vehicles. IA can completely replace humans with automation with better safety and intelligent
movement of vehicles. �is work surveys those recent methodologies and their comparative analysis, which use arti�cial in-
telligence, machine learning, and IoT in autonomous vehicles. With the shift from manual to automation, there is a need to
understand risk mitigation technologies. �us, this work surveys the safety standards and challenges associated with autonomous
vehicles in context of object detection, cybersecurity, and V2X privacy. Additionally, the conceptual autonomous technology risks
and bene�ts are listed to study the consideration of arti�cial intelligence as an essential factor in handling futuristic vehicles.
Researchers and organizations are innovating e�cient tools and frameworks for autonomous vehicles. In this survey, in-depth
analysis of design techniques of intelligent tools and frameworks for AI and IoT-based autonomous vehicles was conducted.
Furthermore, autonomous electric vehicle functionality is also covered with its applications. �e real-life applications of au-
tonomous truck, bus, car, shuttle, helicopter, rover, and underground vehicles in various countries and organizations are
elaborated. Furthermore, the applications of autonomous vehicles in the supply chain management and manufacturing industry
are included in this survey. �e advancements in autonomous vehicles technology using machine learning, deep learning,
reinforcement learning, statistical techniques, and IoT are presented with comparative analysis. �e important future directions
are o�ered in order to indicate areas of potential study that may be carried out in order to enhance autonomous cars in the future.

1. Introduction

Autonomous vehicles (AVs) and associated technologies
have rapidly gained the attention of the research community.
AV utilizes sensorial technologies such as computer vision,
odometry, GPS, laser lights, sensors, and a mapping system
to navigate. �ese technologies can be used to determine

environments and locations and recognize the suitable
routes amid obstacles and signage [1, 2]. AVs are supposed
to minimize vehicle accidents, enhance the �ow of tra�c and
movability, reduce the utilization of fuel, be free from
driving, and facilitate business operation and transportation
[3–6]. Despite the massive potential advantages, there are
many unsolved safety, security, legal and regulatory, social,
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ethical, and technology issues [7–10]. In the AV system, it is
expected to solve all the problems to avoid failure. In this
survey, design, hardware, AI-based, and safety issues and
current solutions of autonomous vehicles are discussed.
Furthermore, scope of improvement in these solutions is
provided as directions for AV research community.

Intelligent software and tools are required for efficient
design and development of AVs.�ese tools are used during
path planning, object detection, perception, act, operational
testing, and risk assessment phases. In this survey, com-
prehensive analysis of tools is provided. Various tools and
frameworks such as SysWeaver, SysAnalyzer, AutoSim,
Flow, OpenCV, JESS, FuzzyJ, AuRa, and PaddleCV are
analyzed based on functionality and applications. �e latest
releases and versions such as AutoSim 200, OpenCV 4.5.5,
and FuzzyJ 1.2.2 are discussed so that researchers can
contribute in various open-source tools and frameworks.

Since the middle of the 1980s, several car companies, re-
search institutes, universities, and industries worldwide have
studied and developed AV. To promote AV technology, there
are well-known competitions. For example, 2007 Urban
Challenge and 2005DARPAGrandChallenge are organized by
Defense Advanced Research Projects Agency (DARPA). In the
USA, the first competition of DARPA Grand Challenge was
organized in which AVwas required to navigate 142miles long
desert track within 10 hours. In the first few miles, all the AV
failed to navigate. �e second competition DARPA Grand
Challenge was organized in 2005 in which AV was required to
navigate 132 miles long track that contains mountain passes,
approximately 100 right and left turns, three narrow tunnels,
and flat and dry lake beds [11]. In this competition, 4 AVs
among 23 finalists completed the track in time. Stanley of
Stanford University secured first place the AV, and second and
third place was secured by AV of Carnegie Mellon University
Sandstorm andHighlander, respectively.�e third competition
DARPA Urban Challenge was organized in 2007 in California,
USA. AV was required to navigate 60 miles’ long track con-
taining human-driven cars and virtual urban atmosphere, and
6-hour time limits [12]. In this competition, 6 AVs among 11
finalists completed the track in time. In this competition, first
place was secured by Boss AV of Carnegie Mellon University,
Junior AV of Stanford University claimed second place, and
Odin AV of Virginia Tech finished in third place. However,
these competitions did not include tough challenges as pre-
sented in everyday traffic life. After the DARPA competition,
there are several trials and competitions performed by different
organizations. Some examples of these competitions are as
follows: ELROB from 2006 to till now [13], (SparkFun), the AV
Competition from 2009 to 2017, and Intelligent Vehicle Future
Challenge from 2009 to 2013 [14]. In recent time, both industry
and academic community accelerate the research work in the
field of AV. Some notable companies which are performing
cutting-edge research in AV are Google, Argo AI, Nvidia,
Mercedes Benz, Ford, Volvo, Lyft, and Aptiv. Some universities
such as Virginia Tech, MIT, Carnegie Mellon University,
Stanford University, and University of Ulm have also con-
ducted research in AV.

According to SAE J3016 standard, there are six levels in
vehicle automation from 0 to 5 [15, 16]. Each level has its

own functionalities such as (i) Level 0: the individual op-
erator is in-charge of all operating activities (No Automa-
tion), (ii) Level 1: the vehicle is controlled by a human driver,
but the automation system assists in operating (Assistance to
Drivers such as Tesla AutoPilot) [17], (iii) Level 2: the vehicle
used automated features but the control and environment of
the driving process require human intervention (Partially
Automated Driving such as Tesla AutoPilot) [17], (iv) Level
3: the human driver should be ready to take control of the
vehicle at any moment (Automated Conditional Driving),
(v) Level 4: under some conditions, the automation system
can drive the car automatically, but the human operator will
still be able to control it (high-level automation of driving
such as Waymo driverless cars [18]), and (vi) Level 5: under
all the conditions, the automation system can drive the car
automatically, but the human operator will be able to control
it (fully automationWaymo driverless cars [18]).�e driving
choices of the vehicle consist of three different levels: tactical
level (comprising lane-keeping and lane-changing), opera-
tional level (consisting of break and pedal control), and
strategic level (containing routing) [19]. �e tactical and
operating controls are further divided into lateral and
longitudinal control categories [19]. Several researchers and
orgranizations are trying to achieve Level 5 automation.
�ese challenges are covered in this work comprehensively.

AI is a critical technology for efficient autonomous
vehicles functionality. AV utilizes AI and sensory technol-
ogies and minimizes the risk. In the field of object detection,
computer vision, and semantic segmentation, deep learning
has been very effective. On several common object detection
datasets, deep learning techniques have raised the standard
[20, 21] and have been commonly used in AV especially
detection of people [22, 23], vehicle [24, 25], road signal
[26, 27], and traffic lights [28, 29]. AI techniques play an
important role (perception, decision-making, localization,
and mapping) in a given area to improve the performance of
AV [30]. Perception is described as an AV’s repeatedly
scanning and monitoring the environment with sensors, like
human vision [31]. Several deep learning approaches have
been utilized for perception and are considered one of AV’s
challenging areas [32]. AI also plays an important role in AV
decision-making, such as automatic parking [33] and path
planning [34]. �e computational problem of creating or
updating a map of an uncertain area is known as simulta-
neous localization and mapping (SLAM) [35].

�e significant contributions of this work are as follows:

(i) A comprehensive survey of AI and IoT-based au-
tonomous vehicles research works is carried out.

(ii) Safety standards and challenges for autonomous
vehicles are discussed with currently available
solutions.

(iii) Research and development challenges for AI and
IoT-enabled autonomous vehicles are presented.

(iv) Tools and frameworks for autonomous vehicles used
by researchers and organizations are highlighted.

(v) Recent advancements in autonomous vehicles using
cloud computing, machine learning, and deep
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learning are discussed as future directions for re-
searchers and organizations.

�is work is organized as follows: the research meth-
odology, data collection, and analysis methods are discussed
in Section 2. Section 3 presents the theoretical background
and recent artificial intelligence trends for autonomous
vehicles. Section 4 presents the recent studies and devel-
opments over autonomous driving decision systems. Section
5 offers the current observations in safety standards and
ethical challenges in autonomous vehicles. Section 6 presents
the importance of artificial intelligence in IoT-enabled au-
tonomous vehicles in recent studies. Section 7 shows the
research challenges in integrating artificial intelligence-en-
abled autonomous vehicles. �e intelligent system software
and tools used for autonomous vehicles are elaborated in
Section 8. Section 9 presents the artificial intelligence-en-
abled testing techniques for autonomous vehicles. Section 10
presents the importance of artificial intelligence in auton-
omous electric vehicles and associated applications. Section
11 shows the role of artificial intelligence in power train
energy management and electric vehicles. Section 12 pres-
ents the autonomous driving subsystems in electric vehicles.
Section 13 presents the advanced technologies and their
roles in autonomous vehicles. Here, importance is drawn
towards integrating artificial intelligence and other advanced
technologies with autonomous vehicles. Finally, Section 14
concludes the paper with future directions.

2. Survey Materials and Methods

�is section explains the survey method and data collection
and analysis followed during the survey. Details are pre-
sented as follows.

2.1. Survey Research Method. �e following survey meth-
odology is followed in this work to survey artificial intelli-
gence and its importance to autonomous vehicles.

�is work has focused on those contributions that in-
tegrate artificial intelligence with autonomous vehicles.
Furthermore, those systems and proposed approaches that
apply artificial intelligence or its variant to improve the
autonomous vehicle’s experiences are taken up for study, in-
depth, and feature-based analysis.

�is work has studied and presented the analysis of how
artificial intelligence is helpful in smartly operating the
different types of autonomous vehicles, integrating IoTwith
autonomous vehicles, and handling the operation, coordi-
nation, communication, decisional systems, and data han-
dling processes.

Furthermore, the use of advanced technologies and
artificial intelligence in autonomous vehicles is explored in
this work.

2.2. Survey Data Collection and Analysis. �is section dis-
cusses the process of article collection, analysis, filtering, and
survey preparation. Figure 1 shows the complete process in

detail. �e essential phases of this process are briefly
explained as follows:

Step 1: in the first step, articles are collected using
Google Scholar and reputed publisher’s search engines.
�is mainly includes Elsevier, IEEE, Springer, ACM,
Wiley, Taylor and Francis, IET, Hindawi SAGE, and
MDPI. To search an article, keyword-based search is
applied that mainly include “artificial intelligence for
autonomous vehicles,” “artificial intelligence for un-
manned vehicles,” “artificial intelligence and advanced
technologies for autonomous vehicles,” “surveys on
artificial intelligence and autonomous vehicle,” “IoT
and artificial intelligence for autonomous vehicles,”
“artificial intelligence in autonomous driving,” “au-
tonomous vehicles,” “autonomous underwater vehi-
cles,” “machine learning and autonomous vehicles,”
“autonomous vehicles applications,” and “autonomous
electric vehicles.”
Step 2: after selecting the articles, the key findings,
advantages, disadvantages, and significant challenges
that still need to be addressed are observed. �e key
findings include (i) autonomous vehicles and their
classification, (ii) artificial intelligence role in auton-
omous vehicles or autonomous electric vehicles, (iii)
role of artificial intelligence in autonomous driving or
decision systems, (iv) ways to integrate artificial in-
telligence with autonomous systems, (v) intelligent
tools and frameworks, (vi) training and testing au-
tonomous levels and systems using artificial intelli-
gence, (vii) artificial intelligence in on-road object
detection and vehicle control system, and (viii) artificial
intelligence and green energy solution for autonomous
systems.
Step 3: after studying the key findings, the articles were
classified into four categories, implementation, survey,
discussion, and tutorial. An implementation-based
article contains the integration of artificial intelligence
in simulating or implementing autonomous experi-
ences. �e survey articles’ category includes the sig-
nificant studies of artificial intelligence in autonomous
systems. Discussion and tutorial articles provide a
detailed explanation and classifications of autonomous
vehicles and the importance of artificial intelligence
and autonomous vehicles.

3. Theoretical Background

�is section introduces the recent studies on artificial in-
telligence and its application in autonomous vehicles. Details
of similar approaches are briefly discussed in subsequent
sections. Furthermore, this section discusses the compara-
tive analysis of studies, surveys, and developments to observe
the advantages, disadvantages, and future directions.

3.1. Recent Artificial Intelligence Trends for Autonomous
Vehicles and Driving Systems. �is section explores current
advancements, surveys, and practices in artificial intelligence

Mobile Information Systems 3



technology for AVs.�is highlights the importance of AI for
AVs. �e details are as follows.

Khayyam et al. [36] discussed to integrate artificial in-
telligence with autonomous systems. Here, various types of
artificial intelligence, their importance, and details of au-
tonomous driving are explained. Furthermore, the devel-
opment of the industrial revolution with the integration of
artificial intelligence and IoT are discussed to address the
high-performance embedded system in the autonomous
industry. Additionally, the importance of cloud and edge
computing in independent infrastructure is concerned,
keeping the center’s technical challenges such as delay,
bandwidth, and security. Ma et al. [30] conducted an in-
depth analysis of artificial intelligence in autonomous ve-
hicles. In observations, it has been found that the current
practices of using artificial intelligence in autonomous ve-
hicles are limited to object detection and tracking.�e object
includes the traffic signs, on-road vehicles, on-road move-
able or stationery items, and pedestrians. Here, the critical
challenges to artificial intelligence for autonomous appli-
cations such as (i) sensor integration and performance issues
to artificial intelligence and autonomous systems, (ii)
complexities and uncertainties to autonomous and associ-
ated complex systems and recent developments, (iii) fine-
tuning and optimization approaches, (iv) hardware con-
cerns, and (v) artificial intelligence-integrated opportunities
and future research directions are discussed. Cunneen et al.
[37] surveyed to elaborate the use of artificial intelligence in
various systems of autonomous vehicles. Here, the primary
focus is drawn towards using artificial intelligence-inte-
grated conceptual framing that supports governance and
regulation. So far, little attention is drawn towards the
conceptual frame. �is work has discussed the role of
conceptual structure in anticipatory governance. �is role
increases the accuracy and impact of safety concepts and
directions in autonomous systems. �is work is more of

theoretical development and can be extended to discuss the
conceptual framing in various applications and use-cases.

Table 1 shows the comparative analysis of artificial in-
telligence-integrated autonomous systems surveys. �is
comparative analysis is performed mainly over fake intel-
ligence-related domains relevant to autonomous systems or
vehicles. �ese surveys discuss various challenges, solutions,
and application scenarios. For example, attack and defense
analysis is examined to identify the significant cyberattack
scenarios to autonomous vehicles and systems.

3.2. Literature-Based Research Challenges to Autonomous
Vehicles andRelatedStudies. �is section explores the recent
research challenges to autonomous vehicles. Details are
presented as follows [21–25, 37–41].

Autonomous vehicles offer better driving decisional
spectrum that avoids intoxication, distraction, fatigue, and
nability to make timely decisions. All of these factors are
associated with the ability of the technologies to outperform
the human driving decisions abilities [37]. �us, advance-
ments in technology to avoid errors and give real-time
responses are significant challenges for AI-integrated au-
tonomous vehicles. Various research works have discussed
the importance of the safety and performance metrics of
autonomous vehicles. �ese metrics should include sensor
error, programming bugs, unanticipated events and entities,
cyberattack and threat probabilities, and hardware failures.
Development of these metrics and analyzing these metrics in
a real-time environment are essential to address in the fu-
ture. Table 2 highlights the comparative analysis of auton-
omous driving systems.

�ere are various categories of cyberattacks, including
attacks over control systems, driving system components,
vehicle-to-everything network communications, and risk
assessment and survey systems. �e primary attack

Article searched through Google scholar and publisher’s search engines = 542

Articles after removing duplicates = 355

Article filtered after abstract screening= 321

Exclusion Criteria
Not related to artificial intelligence or autonomous system research = 10 
Not related to artificial intelligence or its classifications = 09
Not related to autonomous driving, systems or vehicles = 11

Relevant Articles = 291

Exclusion Criteria-based on design, implementation or relevant proposal
No relevant design for autonomous vehicles or systems = 22
No advanced technology infrastructure construction for autonomous vehicles = 09
No infrastructure proposal or autonomous experience improvement for
autonomous vehicles = 11
No in-depth or relevant analysis for autonomous systems = 20

Final Article Count = 229

Figure 1: Autonomous vehicles’ safety and security.
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Table 1: Comparative analysis of artificial intelligence-integrated autonomous vehicle system surveys.

Author Year A B C D E F G H I J Key findings Challenges and future directions

Khayyam
et al. [36] 2020 ✓ × ✓ ✓ ✓ ✓ × × × ✓

In this research work, various artificial
intelligence and autonomous vehicle

experiences are discussed. �e
autonomous vehicles and their

developments are associated with
industrial revolution, cloud and edge

computing environments, IoT networks,
and sensors. Furthermore, the research

directions in integrating artificial
intelligence with autonomous vehicles

are explored.

�is survey is a short discussion over
artificial intelligence field and

autonomous vehicles. �is work can be
extended to address the use of advanced

technologies (such as blockchain,
serverless computing, and unmanned
aerial vehicle control) with autonomous

vehicles. Furthermore, the
computational complexities, security,
and advanced technology integration

can be studied in detail.

Ma et al.
[30] 2020 × ✓ ✓ ✓ × ✓ ✓ ✓ × ✓

�is is an in-depth survey covering the
importance of artificial intelligence-
integration with autonomous vehicles.
Here, attentions are drawn to discuss the

properties of autonomous vehicles,
challenges, and comparative analysis of

existing systems in this direction.
Furthermore, the solution or

architectures are proposed or discussed
to address the existing challenges in

similar systems.

�is work can be extended to propose
solutions or conducted in-depth studies
over challenges such as complexities

and uncertainties. �e complexities and
uncertainties can be resolved with
advanced systems such as artificial
intelligence-integrated decisional

support system. Likewise, other issues
can be addressed.

Cunneen
et al. [37] 2019 × ✓ ✓ ✓ × ✓ ✓ × × ×

�is is a detailed survey addressing the
artificial intelligence and autonomous
vehicle concerns. �e role of artificial
intelligence in decisional making and
decisions limitations for autonomous
vehicles is discussed. Furthermore, the
shortcomings and safety discussions in

artificial intelligence-intergrated
autonomous vehicles are discussed.

�is is a theoretical development and
discussion over role of artificial

intelligence for autonomous vehicles.
�is work can be extended to include
the discussions over complexities and
amplifications of emerging technologies
in autonomous systems. Furthermore,

risks associated with conceptual
frameworks for deployment of

autonomous vehicles are another
important aspect to explore in detail.

Osório and
Pinto [38] 2019 × ✓ ✓ ✓ × × ✓ × × ×

�is work has discussed the uncertainty
handling, unpredictability control and
decision-making power of artificial
intelligence for autonomous vehicles.
Here, risks associated with successful

manipulation of high levels of
uncertainty are discussed.

�is is theoretical development and
discussion over role of aritificial

intelligence in information uncertainty
and manipulability. �e importance is
drawn towards how the quality of

decision processing artificial
intelligence in improving the efficiency
and welfare is important. However, this
work can be extended to discuss the
system complexities and manipulation

proof of artificial intelligence for
pretecting the lives and welfare of

society.

Li et al. [39] 2018 × ✓ ✓ ✓ ✓ × ✓ ✓ ✓ ×

�is work has surveyed the issues of
traffic in various countries and discussed
the role of connected and autonomous
vehicles to tackle these issues. �e key
benefits and need of artificial intelligence
are discussed. In artificial intelligence,
special focus is drawn towards the role of
deep and reinforcement learning for

autonomous vehicles.

�is work can be extended to include
more use cases that integrate advanced
technologies such as blockchain, IoT,

edge, fog, cloud, and serverless
computing. Furthermore, more

algorithmic approaches in artificial
intelligence can be explored.
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categories that need to be explored and researched include
sensor attacks, mobile application-based vehicle information
system attacks, IoT infrastructure-based attacks, physical
attacks, and side-channel attacks. Furthermore, artificial
intelligence is used in cybersecurity in attack identification.
Autonomy architecture is another interesting aspect. In
architecture, autonomous systems integrating sensors and
actuators, control functions, vehicular monitoring envi-
ronment, external control factors, speed, visibility, and
object detection are critical subsystems to observe and
explore.

With the increase in autonomous vehicles, the com-
munication overheads will also increase.�is causes delay or
loss of packets which indirectly decreases the performance
or increases the error in communication. Autonomous
vehicles and their implementation are critical to human life.

�e limitations of existing works are that extensive
analysis of recent developments such as use of deep learning
and IoT are not covered. Furthermore, discussion on in-
telligent tools and software are essential that is not included
in existing works. Furthermore, developments of efficient
simulation are required. Object detection, path planning,
sensors, and use of cloud computing should be improved to
develop autonomous vehicles.

4. Autonomous Driving Decision Systems

In the past, substantial progress in the development of
control theory and the implementation of its findings are
observed for an extended period. Increasingly, products
come with built-in computers that make decisions. Recent
years have seen a significant increase in the use of walking
robots. Robots that look like humans are perceived as
friendlier and more accepted in society. �is strategy can

also be employed in self-driving automobiles. �e idea of
giving the illusion of human traits to robots is gaining
traction. �e types of robots that can be developed based on
the drive type include [45] (i) wheeled robots, which are
employed primarily for light work (for example, following a
particular line or path), (ii) manned or unmanned tracked or
crawling robots, which canmaneuver in either man-made or
natural settings, (iii) programmable robots that are capable
of performing a specified sophisticated task in a natural and
industrial setting, and (iv) combination of robots for dif-
ferent tasks. Autonomous driving is both a bold idea and a
very feasible technological accomplishment. Many technical
companies (including Audi, Ford, Tesla, Renault, Waymo,
and ride-sharing firms Lyft and Uber) are battling to
overcome technological hurdles and allow an altogether new
style of driving that will surprise and thrill consumers. �is
section explores the importance of various technologies that
are associated with autonomous driving systems. Details are
presented as follows.

4.1. Advanced Technologies and Autonomous Driving
Systems. Autonomous vehicles are becoming more intelli-
gent thanks to recent advances in artificial intelligence and
deep learning. Current AI techniques are used in most
contemporary self-driving car components [43]. Driverless
vehicles are complex systems for moving people or cargo.
Like introducing AI-powered autonomous automobiles on
public highways, introducing AI-powered autonomous ve-
hicles on public roadways presents many challenges. Using
the current framework and explainability of neural net-
works, it is tough to demonstrate the functional safety of
these vehicles. To make use of deep learning methods, you
will need enormous training datasets and plenty of

Table 1: Continued.

Author Year A B C D E F G H I J Key findings Challenges and future directions

Kunze et al.
[40] 2018 ✓ × ✓ ✓ ✓ × ✓ × × ×

�is work has surveyed artificial
intelligence-enabled long-term

autonomy systems and features. �e
major areas where artificial intelligence

plays an important role include
navigation and mapping, knowledge

representation and reasoning,
perception, planning, learning, and

interaction.

�is work has discussed the different
domains and brief about related work in

these domains. �e work can be
extended to have in-depth discussions,

identifying challenges in existing
proposals, and develop discussions over

possible solutions to challenges.

Kim et al.
[41] 2021 × ✓ ✓ ✓ × × × × ✓ ✓

�is work has identified the attack and
defense strategies from 151 articles and
conducted a comprehensive survey. �e
comprehensive survey investigates the
autonomous vehicles in three major

categories including autonomous control
system, autonomous driver system and
associated components, vehicle-to-

everything network and
communications.

Cyberattacks and defense strategies are
explored which have grave impact over
human life and safety. �is work can be
extended to discuss the complexities of

proposed systems and related
cyberattacks and defense strategies.
Furthermore, attack and defense

scenarios can be explored for in-depth
analysis.

A: short survey, B: long and in-depth survey, C: autonomous driving or assistance, D: artificial intelligence, E: machine, deep, or reinforcement learning, F:
artificial intelligence and IoTnetwork for autonomous systems/driving/vehicles, G: artificial intelligence applications for autonomous, H: artificial intelligence
and sensors for autonomous vehicles, I: artificial intelligence-based data analysis in autonomous systems, and J: other advanced technologies (such as cloud/
edge/fog computing, blockchain, and serverless).
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processing capacity.�is article presents an overview of deep
learning for autonomous vehicle use. When designing AI-
based self-driving vehicles, understanding the requirements
and capabilities of the system serves as a blueprint. Gri-
gorescu et al. [42] thoroughly discuss the deep learning
models utilized in autonomous vehicle driving. Recurrent
and convolutional neural networks and deep reinforcement
learning are included in AI-based self-driving architectures
and it is further elaborated in Section 13.9. �e sampled
driving approach starts with these tactics, which serve as the
foundation for how individuals perceive, plan, and behave in
the situation. Modular perception-planning-action pipeline
end-to-end systems are used for deep learning techniques.
�e research described here unveils deep learning and AI

techniques for autonomous driving. Ning et al. [43] provide
a taxonomy of current independent driving designs. After
that, a proposal is made to integrate hybrid human-artificial
intelligence into a semiautonomous driving system. �is
work has proposed a theoretical architecture based on hy-
brid human-artificial intelligence for improved usage. With
this architecture, it is easy to categorize and overview po-
tential technologies while illustrating benefits. In the pro-
posal, research challenges associated with autonomous
driving are also discussed.

Artificial intelligence and drone-based system to mon-
itor on-road driving: Kumar et al. [44] discussed the im-
portance of drones and Internet of Vehicles (IoV) for traffic
monitoring. It has been observed that traffic cameras are

Table 2: Comparative analysis of autonomous driving systems or experiences.

Author Year A B C D E F G H I J Key findings Challenges and future directions

Grigorescu
et al. [42] 2020 × ✓ ✓ ✓ × ✓ ✓ ✓ × ×

�is work has discussed the importance
of deep learning in autonomous

driving. Here, a set of challenges in
autonomous driving systems are

discussed that can be overcome with
deep learning and artificial intelligence

approaches.

�is work can be extended to discuss the
role of deep learning while integrating it
with other autonomous driving assisting
infrastructure. �is includes advanced
infrastructure aspects including IoT,
cloud, and blockchain technologies.

Ning et al.
[43] 2021 × ✓ ✓ × × ✓ ✓ × × ✓

�is work has researched and
categorised the present state of
automated driving, and devised a
taxonomy for self-driving vehicles.

Furthermore, this work has proposed
an hybrid human and artificial

intelligence architectural concept.
Autonomous driving was also

summarized by the design of the vehicle
itself. As with self-driving car

technology, this work developed a
taxonomy of autonomous driving
technologies. We valued human

information integrity and machine-
human interaction above simple driver

replacement.

�is work can be extended to include
safety standards and discussions. �e
proposed hybrid architecture includes
the safety monitoring system which can

be extended with other advanced
technologies including drones and cloud
computing environments. Furthermore,
data security and privacy can be handled
with blockchain technology as well.
Further performance issues can be

explored with advanced network such as
5G networks.

Kumar et al.
[44] 2021 × × ✓ × × ✓ ✓ × ✓ ×

�is work mainly discusses the use of
drones in autonomous systems.
Furthermore, the anticollision

strategies for drone movement and
trafficmonitoring are discussed. Results
are analyszed by varying the drones and

on-road vehicles.

�is work is relevant to real-time
deployment and observations of
autonomous systems. However,
connection between drones and
autonomous vehicles need to be

explored in detail.

Kim et al.
[45] 2020 ✓ × ✓ × × ✓ ✓ × ✓ ×

�is research looked at system settings,
components, operations, and real
scenarios for autonomous vehicles,
smart UAVs, and drones. �e main
research issues and security concerns
for AI-based attacks are addressed.

�is work is a short survey discussing
the important technological aspects and

their role in autonomous vehicles,
driving and systems. �is work can be
extended to have in-depth discussions

over technological aspects.

Wang et al.
[46] 2020 × ✓ ✓ × × × × × ✓ ✓

�is blockchain-based architecture
supporting safety and security to

autonomous vehicles and its networks.

Work can be extended to include smart-
contract for different systems and
subsystems for better credibility.

A: short survey, B: long and in-depth survey, C: artificial intelligence-based proposal/discussion, D: deep learning, reinforcement learning, F: AI-enabled
motion control systems for autonomous vehicles, G: safety systems for AI-integrated autonomous driving, H: computational, hardware, and deployment
challenges supporting AI technology, I: advanced technological solutions (drone, blockchain, and IoT), and J: AI-integrated safety or cyberattack protection
systems/proposal or discussion.
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among the drawbacks of incomplete data collection, re-
stricted medical assistance, and inability to follow vehicles
after an accident. Artificial intelligence-integrated object
detection and the drone-based system collects and transmits
data about commuters, traffic patterns, and vehicle activity
to various agencies for traffic planning. �e authors have
proposed software-defined networking (SDN) controlled
drone networks to reduce control overhead and effectively
handle on-road vehicle observation scenarios. Kim et al. [45]
have investigated system settings, components, operations,
and actual circumstances for significant application types,
including autonomous vehicles, intelligent UAVs, and
drones. �is study has also provided instances and scenarios
where autonomous vehicles can be used in public and
private places with different viewpoints and circumstances.
�e primary research problems and security concerns about
future AI-based attacks have been thoroughly discussed.

Artificial intelligence, machine learning, and cloud
computing and autonomous driving: Yaqoob et al. [47]
present a cross-domain solution for the Cognitive Internet of
Vehicles (C-IoV) based on global AI fog computing and IoT
AI service architecture. Furthermore, it explores the C-IoV
for autonomous driving from the viewpoints of what, where,
and how to compute. �is work has used the Internet of
Vehicles real-time task deployment to illustrate how the
proposed approach works better than the existing alterna-
tives.�is work has presented amultilayered architecture for
infrastructure assistance to autonomous vehicles and sys-
tems. Machine learning, cloud computing, fog computing,
and IoT layer processing are proposed for autonomous
vehicles.

Data security and autonomous driving systems: Ren
et al. [48] reiterated that AVs will simplify driving, reducing
driver fatigue and traffic accidents. �e major credit goes to
advances in artificial intelligence and Internet of �ings;
autonomous driving has come long. Despite its numerous
benefits, it also brings new challenges, chief among them
security. �e authors analyze the security concerns of au-
tonomous driving from many angles, focusing on how they
are experienced, navigated, and managed. We describe the
dangers and the associated defensive measures. Define
emerging security risks, including deep learning-based self-
driving cars. Ren et al. identified three kinds of possible
assaults against current AVs and provided defensive strat-
egies for each. Ren et al. investigated AVs’ future, self-
driving cars based on deep learning algorithms, and the new
security risks. Ren et al. examined deep learning model
security risks such as system faults, adversarial examples,
model privacy, and hardware security. Singandhupe and La
[49] present that robotics, augmented and virtual reality, and
self-driving cars are interested in SLAM. SLAM collects
information about the environment and then estimates the
robot’s location. While SLAM has been existed for over 30
years, it is responsible for the decade’s self-driving cars.
Singandhupe and La, in a concise manner, describe how
SLAM techniques have contributed to the automotive in-
dustry. Singandhupe and La first sought to examine the
various localization techniques available and to evaluate the
state-of-the-art methodology. Finally, Singandhupe and La

addressed the concerns about autonomous vehicle security
and how this matters. Singandhupe and La discussed several
SLAM techniques for autonomous driving using the KITTI
dataset. Singandhupe and La tried to categorize SLAM
techniques utilizing Lidar-based or Stereo-based odometry.
Singandhupe and La aim to highlight the security flaws in
autonomous driving systems. Many academics have created
and studied attacks, making it a highly intriguing topic for
future research. Singandhupe and La have developed an
approach that uses graph-based SLAM algorithms and fo-
cuses on the KITTI dataset to close the current research loop
better. Singandhupe and La also wish to focus on integrating
and validating state-of-the-art deep learning methods to
SLAM since they may be helpful for data analysis. Kun et al.
[50] discussed that automation, in and of itself, requires
connected vehicles, but this comes with its own set of
problems. When car-to-car communication is implemented,
the system may keep people from running into each other
and enable unauthorized access to personal data. �ere is a
possibility that the collector will reuse every activity in the
vehicle. �e function of vehicle user interfaces in this legal
framework varies widely between countries. As our tech-
nological solutions and legal frameworks influence con-
sumer acceptance and user experience, these solutions and
frameworks will have a significant impact. Interoperability
issues, however, are not often discussed by the company or
in the literature. To meet rising customer expectations, there
is a need to build better user experiences on safer hardware
and software infrastructures. In recent times, it has been
observed that both in-car applications and sophisticated user
interfaces have improved. Transportation is transforming.
�ey are connected to the outside world and depend on
computer power to conduct autonomous driving. Decades
of precise, explicit management are giving way to frequent,
intervention-based control. With these new developments,
the community now faces new challenges and looks forward
to new opportunities. We anticipate that vehicle designers
and researchers will increase safe and affordable trans-
portation that allows passengers to work and play while
traveling. Wang et al. [46] discussed that autonomous
driving could revolutionize transportation networks by
making roads safer, making people more comfortable, and
giving cars more intelligence. In autonomous driving,
AVSNs may disseminate data in essential applications such
as safety and entertainment. Autonomous driving, however,
changes based on time, place, and queue constraints. �us it
is challenging to direct CAVs to disseminate significant
amounts of information inside autonomous vehicle net-
works. On the other hand, attackers could share inaccurate
information tomislead the network, putting CAVs at risk for
security and privacy issues. Sophisticated blockchain-based
autonomous systems provide secure content transmission
and also offer an economic incentive approach. �e
blockchain-enabled autonomous system architecture will
serve to safeguard content distribution. Wang et al. evalu-
ated CAV and RSU trustworthiness using task-based and
credit-based reputation models. To inspire CAVs to give
credible information, the researcher examines the influence
of reputation and task rewards. While encouraging roadside
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units, to be honest, furthermore, authors have also designed
a novel proof of reputation consensus method for block-
chain-enabled autonomous vehicle networks. �e archi-
tecture proposed does better in terms of dependability and
security than existing approaches.

Artificial intelligence, IoT, and Autonomous Driving
Systems: according to Khayyam et al. [36], many intelligent
methods and technologies are being used to improve de-
cision-making abilities with the advent of autonomous ve-
hicles. Connecting AI and IoTfor AV enables more dynamic
and resilient control systems in environments. In addition to
cloud hosting, new edge computing paradigms such as la-
tency, network bandwidth, and security are difficulties for
AVs. As a basis for future AI-based AV development,
Khayyam et al. explore the architecture of an AI-based AV
using edge computing. Du et al. [51] stated that anonymity
in federation learning enables a community to gather, share,
and analyze large quantities of data from numerous sources
without revealing the original data. With computing ca-
pacity, multiple learning agents may be used to improve
learning efficiency while also preserving the privacy of data
owners. One of the reasons the federated learning business is
on the rise is because privacy is a big issue. Future IoT
systems will include numerous devices and privacy-sensitive
data needing rapid connectivity, processing, and storage. It is
possible that federated learning could serve as a solution to
these problems. Du et al. started with the latest scientific
study on federated learning and how it may be used for
wireless IoT. �en, it is discussed that how important
federated learning is in building a vehicle-based IoT and
other possible associated avenues.

5. Safety Standards and Challenges in
Autonomous Vehicles

Autonomous vehicles (AVs) is an active research area from
last two decades. �e rapid growth of vehicles on the road
has increased the chance of traffic accidents that is con-
sidered a severe problem to the public and society. Human
error factors such as inappropriate judgments, interruption,
and exhaustion can be the reason for fatalities and accidents
[52]. Hence, AV can be a solution to enhance vehicle safety
and minimize traffic accidents and human driving errors.
AV utilizes advanced technologies such as Electronic
Controlled Units, path planning, Global Positioning System,
3D mapping, and light detection and ranging to reduce
human driving mistakes, enhance safety, and optimize traffic
flow [53]. Safety and security are the challenging tasks in AV
to where significant research contributions are required.

Figure 2 demonstrates the safety and security of AV.
Electrical and Electronics safety systems and mechanical
safety systems are considered safety issues in AV’s safety
system. In contrast, cyber and physical security systems are
identified as security issues in AV’s security system.

Security of AV concentrates on defending the vehicle
from deliberate attacks, and the safety of AV focuses on
guarding the vehicle against incidental collapse [54]. A
multisensor AV can pre-sense the attack conditions and
handle accordingly. Here, AV can avoid the attack or

accident by changing its directions as well.�ese features are
possible with integration of advanced technologies such as
AI/ML, IoT, and Big Data analysis. �e international
standard ISO 26262 defined the operational security of
Electrical and Electronics systems in AV [55]. ISO 26262 set
of standards adapts to the International Electrotechnical
Commission 61508 series of measures to deal with sector-
specific electrical and electronic systems requirements in
road vehicles. �e international standard SAE J3061 defines
the operational security in conventional vehicles [56]. SAE
J3061 describes a process architecture of a cyber-physical
vehicle system’s security lifecycle. Standard SAE J3061 in-
troduced a framework in which a communication bridge is
established between cybersecurity and safety phases to in-
tegrate vehicle security and safety. Howeve, how to combine
security and safety analysis is missing in this standard. In the
literature [57–59], the issues related to alignment for the
cyber-physical system have been addressed.

Six levels of driving automation are described in SAE
J3061 [15]. It delivers a classification with complete de-
scriptions of all six groups (0 to 5), from without automation
to fully functional automation, against the backdrop of
vehicles and their function on roads. Every level of driving
automation has additional safety and operational require-
ments. Moreover, various levels will face a more significant
number of possible challenges, hazards, and risks. To ensure
functional safety and evaluate failures, HARA is considered
as a standardized process and found in ISO 26262 [60]. In
addition to this work, the authors [61] introduced a HARA
technique by utilizing ASIL at level 4 for AV. ASILs are
recursively improved to obtain specific safety objectives for
vehicles. To assess the hazards or threats in AV, ASIL is
utilized and considered as a critical point. In [62], the au-
thors used a fault tree in HARA, similar to an attack tree,
where three nodes represent failure events. STRIDE is a
threat model that can identify and classify possible threats to
a system [63].

To conduct a systematic analysis of system architectures,
the authors combine two techniques, STRIDE [63] and
HARA [60], and proposed a new approach named SAHARA
[64]. �e STRIDE technique performs the security analysis,
while the HARA approach of ISO 26262 conducts safety
analysis. �e co-analysis of security and safety is also served

Autonomous Vehicles

Security issueSafety issue

Risk
analysis 

Platform safety

E/E system safety
(ISO 26262)

Physical Security

Cyber Security
(SAE J3061)

Functional security
and safety concept 

Safety and security
requirement 
Safety and security
assessment 

Performance
and privacy
losses

Safety
losses 

Figure 2: Autonomous vehicles’ safety and security.
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by US2 [65], similar to SAHARA. For an attack, the security
level is quantified first after that analyzes the safety hazards
by US2. If an attack is introduced in safety hazards, then
countermeasure of safety and security is required. Other-
wise, countermeasure of protection is necessary.

�e co-analysis of security and safety is also considered
in [66] and introduced a technique that employed the
standing methods, such as GORE. �e results from security
and safety analysis are considered by this approach to make
the goal tree for addressing the necessities with correlated
vulnerabilities. A new system theory-based hazard analysis
approach is introduced in [67] to analyze the risk. It con-
siders safety to be a control issue instead of a failure issue.
�is work is extended in [68] and introduced STPA-Sec. As a
result, the authors outline a novel system thinking technique
for safety to protect the complicated system against
cyberattacks. In [69], the authors utilized STPA [67] and
STPA-Sec [68] approaches and introduced a new method-
ology named as STPA-SafeSec to assure system security and
safety by using highly effective mitigation approaches. Be-
fore selecting the appropriate mitigation approaches, the
STPA-SafeSec method unified all the security and safety
considerations and prioritized the system’s most crucial
component. Due to this analysis, the system can identify the
potential loss due to particular security or safety exposure.

Several researchers have employed deep learning to
enhance safety. In [42], the author explained application of
deep learning in autonomous driving and reasoning about
the safety such as (i) recognizing the consequences of po-
tential errors and (ii) recognizing the more extensive sys-
tem’s meaning. In [70], the author utilized the convolutional
neural network technique to determine the pedestrian. �e
task of this system is to detect the object with sufficient
distance. After that, the system will manage the speed and
braking system. �e author describes safety as epistemic
uncertainty, risk, and harm caused by unintended conse-
quences [71]. After that, analysis is performed on the
convenience of optimizing the empiric mean training cost
and choice of the cost function. In [72], the authors de-
scribed the accident issues due to machine learning ap-
proaches and specified inadequate artificial intelligence
systems’ harmful and unintended behavior. For accidental
risk, the authors described five research problems and
further categorised them into a specific area. Several sig-
nificant areas of AV have been described as open problems
such as data are considered as oil in the AV; the amount of
data collected by an AV regularly is approximately petabytes;
and it presents difficulties on the training procedure’s
parallelization along with storage resources:

(i) In safety-critical systems, the usage of the deep
learning approach is still an open problem. Few
efforts are there to bring functional safety and
computational intelligence communities closer.
For example, time-series analysis of AV and its
movement need deep learning for in-depth and
accurate prediction of its feasibility. Deep learning
is helpful in predicting the futuristic trends of AVs
as a close system to operate efficiently. Deep

learning, one of the most important technologies,
has made the realisation of self-driving cars a re-
ality. For example, it may be used to provide an-
swers to physics questions or to recognize photos
in Google Lens, predict the behavior of vehicle
movements, identify the roadside objects with
more accuracy, among other things. It is a very
adaptable tool that may be used to practically any
situation without restriction.

(ii) It will be difficult to accurately localize, categorize,
and detect objects in the external world to mitigate
perception errors. Perception error is one of the
challenging tasks of AV safety.

(iii) An accurate, stable, and effective decision-making
system should be designed to respond to the
surrounding environment promptly and ade-
quately. To reduce the decision error, compre-
hensive and rigorous software and hardware
system testing should be performed.

(iv) To avoid failure, observe the behavior of the system
in different-different scenarios and situations.

(v) Cybersecurity for AV is the biggest concern for
researchers. How securely wireless communication
can be performed. Security and safety are signifi-
cant concerns that can considerably influence the
public’s attitude towards the rising AV technology.

(vi) �e performance of AI techniques mainly depends
on the correctness of the sensor data as input
signals. �e input of AI techniques is affected by
sensor issues.

(vii) Vehicle-to-everything (V2X) technology enables
cars to connect with roadside units, vehicles, etc.
Protection in privacy and secure communication
among parties are still significant concerns for
academia and industry people in AV.

(viii) Software updates are taking toomuch time because
the line of code is increasing day by day. An over-
the-air mechanism has been introduced to over-
come this problem, but many attacks are reported
during the software updates.

6. Artificial Intelligence in IoT-Enabled
Autonomous Vehicles

�e role of Internet of �ings (IoT) is significant in Industry
4.0 revolution [36]. �is is due to the fact that intelligent
autonomous devices communicate for better value chain.
Industry 4.0 is focused on improving the business process.
IoT is very essential for business process in Industry 4.0. �e
combination of AI and IoT will enable the researchers and
organizations to achieve fully autonomous Level 5. IoT
collects data, and AI analyzes the collected data to convert
this into relevant information for decisions. IoT becomes
smarter using AI synergy [73]. In AV, data generation,
processing, and communication are required. Furthermore,
traffic congestion and path planning information is sent
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frequently. IoT provides the capability to vehicles to send
and receive data as objects without human intervention.

Speech recognition and NLP are applications of artificial
intelligence. Here, AI-based algorithms can be used to train
the speech recognition system and read the messages written
alongside the roadside units. �us, speech and NLP are
considered as well-known explanation of AI-based systems.
Autonomous vehicles are developed these days which can
follow the instructions by recognizing speech and text from
base stations. �ese instructions are forwarded to Auton-
omous vehicles using IoT sensors. Furthermore, AI can be
applied in IoT-enabled Autonomous vehicle to reduce traffic
congestion [74]. Traffic signals and various devices collect
information about traffic using IoT and information is sent
to the AI-based predictive model for decision-making.
Furthermore, updated path information can be sent to
autonomous vehicle. Artificial intelligence and IoT can
handle complex data which are generated form a large
number of devices [75].

Various sensors and devices are connected to the IoT
ecosystem, as depicted in Figure 3. �ere is requirement of
connected and shared architecture that can communicate
information in real time. For example, device information
should be sent in real time and fast processing so that de-
cision can be made. �e advantage is that communication
between devices and AV is efficient. Furthermore, various
parts of AV are connected to a central point that sends and
receives data. �is will allow functioning AV effectively.
�ere are four components in IoT-based autonomous ve-
hicle platforms [36]:

(i) Sensors and hardware components send and receive
data from the vehicle to the vehicle or the base
station.

(ii) Communication network where data will be sent
and received.

(iii) Big Data is a collection of Volume, Velocity, and
Variety data. �ere is a need for Big Data tech-
nologies to process large-scale data.

(iv) Cloud where data will be saved so that it can be
distributed to various objects.

�ere are various layers of data transfer between IoT
devices. �ese data communication can be between vehicle
to vehicle, vehicles to other devices. �e decision-making by
autonomous vehicles is based on inputs from various
channels [76]. IoT devices that are connected send and
receive essential data that can be analyzed by autonomous
vehicles only if decision-making is based on AI such as
neural networks or rule-based. �e predictive model decides
the output about line keeping, path planning, and object
detection based on data from various sources. AI-based
sensors are essential in AV, but in addition, IoT provides
information about road conditions, weather, and specific
area from connected devices in real-time. In smart cities, AI-
based AV can be connected to the ecosystem for better path
planning.

In Figure 4, communication of various sensors and
devices with AV is depicted. Autonomous vehicle Cameras,

LiDAR, GPS, and network information are sent to the IoT
cloud. Information is sent to various devices, base stations,
and network infrastructure. Real-time data are possible by
the use of the IoT cloud for better decision-making. IoT can
be essential for AI-based AVs in the following phases:

Data collection: artificial intelligence-based AVs re-
quire a large amount of data for training. Data should
be relevant and in real-time. IoT devices can provide
this in the ecosystem.
Path planning: path planning is based on Monoeuvre
planning used for high-level decisions, and Trajectory
planning used for path from one state to another. In
these planning strategies, IoT is essential to provide
real-time data for efficient path planning.
Act: in this phase, object detection and weather in-
formation-related response is achieved. If data collec-
tion from IoT devices is more and path planning is
efficient, this phase will be processed effectively.

In [77], the significance of intelligent transportation for
IoT-based AVs is highlighted. If maximum tasks can be
implemented in vehicles, it will save computational and data
transfer time.

Camera

Message

GPS

Devices

Network

Autonomous
Vehicle

Network
Infrastructure

Figure 4: AI-enabled autonomous vehicles.

IoT Ecosystem

Autonomous Vehicle

Network
Infrastructure Vehicles Sensors Roadside

devices 

Figure 3: IoT ecosystem for AI-enabled autonomous vehicles.
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7. ResearchChallenges inArtificial Intelligence-
Enabled Autonomous Vehicles

Autonomous vehicles can decide path planning and motion
control based on a predictive model. �ere is a need for an
improved AI-based model for AVs. In real-time architec-
ture, each component needs to be addressed. For instance,
recognizing a scene requires object detection and object
tracking [78]. �ere is a lack of start-to-end depiction in
current AV architectures [79]. �e architecture of AVs
should be able to handle system faults and manage scal-
ability. Real-time architecture is required as AVs have to
perceive surroundings with communicating with other ve-
hicles in real-time. AI-based techniques can achieve this.�e
main agents in AVs are infrastructure and devices which
should coordinate to perform accurately [80].

Automation levels are classified by the SAE on a scale
from 0 to 5, where 0 signifies no automation and 5 sig-
nifies full performance. Companies and researchers are
putting a lot of effort to achieve Level 5 [81]. SAEJ 3016
defines component classes required in architecture as
follows:

(i) Operational: in this class, the focus is on vehicle
control.

(ii) Tactical: in this class, path planning and object
detection, and tracking is planned.

(iii) Strategic: destination planning.

AI has improved AV design, development, validation,
and real-time monitoring significantly. Perception, path
planning, and decision-making can be achieved effectively
by using AI. AI is used in AVs as follows:

(i) Autonomous vehicles decide paths based on a
predictive model.

(ii) Autonomous vehicles learn from history to decide
speed and path.

(iii) �e efficiency of the transportation system is
improved.

(iv) Intelligent use of real-time data provided by various
sensors.

�e issues in AI-enabled autonomous vehicles are
elaborated as follows.

7.1. AI-Based Model Issues. �ere are three steps in the AI
model for autonomous vehicles-data collection, path plan-
ning, and act [36]. In data collection, road, vehicles, and
nearby object information is collected by various sensors. In
path planning, the safe path from point A to point B is
selected by AI techniques. In the act phase, decisions are
finalized based on previous stages. If more data are analyzed,
more accuracy will be obtained.�emain issues faced by AI-
based autonomous vehicles are checking road conditions
and large-scale object detection. Highly scalable and fault-
tolerant technologies are required for autonomous vehicles
[47].

A limited amount of labeled training data is a real issue
for AI in autonomous vehicles [82]. Training data validation
is an open issue that can be addressed by data character-
ization and data collection [83]. Classification is also tricky
on large distances. Data are not reliable in conditions where
the sensor was not working fine. Inconsistent and complex
data training is improper, which may provide incorrect
output during validation and monitoring time.

�e autonomous vehicle system was based on a rule-
based controller [84]. Traditional machine learning models
cannot be directly applied due to spatial and temporal data
[85]. Deep learning-based models are suitable for a complex
and nonlinear dataset. Deep learning can be deployed on
new scenarios based on decision rules by knowledge. Deep
learning provides better accuracy in less time. Furthermore,
self-optimization based on complex data can be achieved by
using deep learning. However, deep neural network archi-
tecture requires large-scale data to reduce variance [76]. In
deep learning and machine learning architectures, param-
eter tuning for autonomous vehicles is computationally
expensive. �e reason is that there is a lack of information
about how hidden layers and parameters are set up for
autonomous vehicles. �e number of layers selected in deep
learning is a significant issue. If the number of layers is less,
training is inadequate, and overfitting may occur if the
number of layers is large. �e solutions to problems can be
coordinate descent, random search, and grid search.

7.2. Hardware Issues. �e processing of sensor devices re-
quires high processing speed and capacity. High computing
devices rely on GPUs, CPUs, and FPGA [30]. Traditional
CPUs cannot perform the processing required for AI. �us,
several researchers use GPUs for AVs development. �e
limitation of GPUs is that GPUs consume ten times more
power as compared to FPGA. Google developed TPU, which
serves 15–20 times better than GPUs [86].

Price and performance issues are associated with
hardware. �is is the reason that embedded systems are
integrated into autonomous vehicles due to portability and
energy efficiency. Several autonomous vehicles companies
use LiDAR or high-resolution cameras for detecting and
recognizing objects. LiDAR provides 3D images, whereas the
camera provides 2D photos. LiDAR is used in Audi’s Re-
search vehicle, Google: Toyota Prius, Volvo: (Stoklosa, Cars),
Apple’s Lexus SUVs, and IR camera is used in BMW750i
xDrive, Apple: Lexus SUVs [30]. LiDAR offers high-reso-
lution 360-degree images but is vulnerable to weather
conditions. �e main issue with the use of LiDAR is its cost.
Researchers have found a solution for this, LiDAR is used for
training images, and image data are used for validation
purposes [42]. Perception is problematic in complex areas.
Various sensors are used, which results in the heterogeneous
dataset, which is challenging to analyze.

7.3. Other Issues. Lack of good intelligent software is also an
issue in AI-based autonomous vehicles [42]. Software that
can predict with accuracy based on the unlabeled dataset is
essential. Furthermore, more roads that are covered by
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maps are needed. In developing countries, roads are not
covered on maps which is not easy for path planning in
autonomous vehicles [43]. In AI-enabled AVs, machines
have complete control, so the issue is to design a system in
the ASIL [44, 45].

8. Intelligent System Software and Tools for
Autonomous Vehicles

Autonomous vehicles contain a lot of sensors that feed input
in computing systems [87]. Intelligent and reliable software
is required to process information from various sensors and
decision-making. �ere are software and tools available
specifically for the design and development phase where the
model is trained on large numbers of 2D and 3D images and
simulators. Furthermore, validation, runtime monitoring,
and analysis of the trained model are necessary for a con-
trolled manner. Specific software is available for this phase.

Software systems for autonomous vehicles should work
like biological systems [88]. Multilayer architecture should
be incorporated into this software. Traditional AI-based
system capability is limited as compared to fuzzy logic and
neural network-based systems. In [88], several types of
system software such as Java Expert System Shell, Fuzzy
Logic in Integrated Learning, Subsumption Architecture,
and Autonomous Robotic Architecture are described. It is
observed by researchers that several types of intelligent
software are based on rule-based and computational
intelligence.

In Figure 5, it is depicted that SysWeaver and SysA-
nalyzer are used to design and develop various modules and
layers. TROCS and AutoSim are used for analysis and
validation. Tools used in autonomous vehicles are as follows:

(i) SysWeaver: it is a model-based design for integrating
hardware and software components. Traditional
programming language-based software cannot
quickly achieve fault tolerance and reliability. �ese
can be captured by model-based design [87]. It is
designed by [89]. �e system generates code when
the model is configured for interfaces. Application
agents, protocol agents, and state managers are
software components. �e timing model is based on
rate monotonic scheduling.

(ii) Autism: it is used for various scenarios such as lane
change, etc. It is an emulator that can interact with
the vehicle and allows the vehicle to sense virtual
surroundings.

(iii) SysAnalyzer: this tool is used to schedule various
module timelines synchronously. It can also provide
backup.

In [90], Eclipse IDE is used to implement an autono-
mous car. MATLAB and C++ were used for software de-
velopment. In [91], Dynacar software is used for vehicle
modeling. Various software/languages for autonomous ve-
hicles are as follows:

(i) OpenPilot is open-source software to improve
existing driving assistance. It is developed by
comma.ai. Various applications such as lane
centring and drive monitoring of OpenPilot are
used in autonomous vehicles. Several companies
are using OpenPilot for improving autonomous
vehicles.

(ii) Carla (https://carla.org/) is open-source software
for research in autonomous driving. Various
functionalities such as flexible API and baselines
are available. CARLA 0.9.11 is a recent version.

(iii) Flow (https://flow-project.github.io/): this open-
source framework is developed by Mobile sensing
lab members at UC Berkeley. Deep reinforcement
learning is used for custom traffic scenarios.

(iv) Point-Cloud library (http://pointclouds.org/): this
library is used for managing point-cloud data.
Furthermore, the Euclidean distance-based algo-
rithm can be implemented by the use of this
library.

(v) OpenCV: this library is used for image processing.
Several APIs are available to process images.
Feature selection and object detection can be
implemented by this library which is essential for
autonomous vehicles. Lane detection, edge de-
tection on images, region of interest, and road sign
recognition are the applications of OpenCV in
autonomous vehicles.

(vi) Java Expert System Shell (JESS) (http://www.
jesruls.com/): JESS is the rule-based engine that
supports forward-chaining and backward chain-
ing. PKD android is developed using JESS. �e
inputs are sent using JESS and NLG functions.
JessDE platform is used, which is similar to Eclipse
IDE. JESS is service based on network that is
implemented as hardware. It is also used for
implementing Autonomous Car Assistance.

(vii) FuzzyClips and FuzzyJ: FuzzyCLIPS is developed
in Isaac language, which is rule-based for geo-
metric values. FuzzyJ is a Java-based API that is
used for fuzzy logic systems.

(viii) AuRA: Autonomous Robotic Architecture is a
hybrid-based framework. In the deliberative

Sys Weaver Sys Analyzer

TROCS AutoSim

Figure 5: Tools for autonomous vehicle.
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component, a plan sequence is included. In the
reactive part, the rum-time controller is included.

In [92], various virtual environments are highlighted.
AirSim [93], ASM, CarMaker, OpenDS, PreScan, Racer, and
VDrift are summarized based on the latest release, acces-
sibility, platform, use-case, and programming languages. In
Table 3, software and tools used for autonomous vehicles are
outlined based on design techniques and language used.

9. Artificial Intelligence-Enabled Testing
Techniques for Autonomous Vehicles

AVs have taken the transportation by a storm. �e promises
which it entails surely outweigh the challenges faced in
bringing this technology to the masses and making it
commercially viable. AVs are designed and developed using
integration and interoperability of multiple intelligent sys-
tems driven by machine learning and deep learning algo-
rithms. Almost all of the major car manufacturers such as
Daimler with their MBUX, Hyundai with their Smart Sense,
Audi’s MMI Virtual Cockpit, and many more, in addition to
the involvement of the tech companies such as Watson by
IBM, Google, and Nvidia, are realizing AI’s impact on the
services offered and are transitioning towards the devel-
opment and nurturing of AI [94].

�e testing techniques that are most used today, e.g.,
miles driven and frequency of human intervention, are
insufficient to fully advocate the safety of an autonomous
vehicle [95]. Such techniques are misleading and cannot
fully satisfy the safety requirements of an autonomous ve-
hicle. �e faulted assumptions can lead to failure of the
autonomous vehicle system [96]. Since the autonomous
vehicle itself uses a lot of AI technologies for different de-
cisions, the quality of those decisions cannot be left to
manual testing because of two reasons:

(i) Systems with AI-enabled components can have a
high density of errors due to the algorithmic bias and
faulty predictive algorithms.�e prediction of failure
is so nondeterministic that makes the entire AI-
enabled system so hard to test and verify [97].

(ii) Non-AI-enabled testing might leave a lot of people
induced errors which itself might break the whole
concepts of automation [98].

To solve these issues, we explored different ways of
testing autonomous vehicles. �is section first reviews the

operational testing of autonomous vehicle consisting of full
functional testing and validation. After that, it assesses the
AI-enabled testing techniques because autonomous vehicle
is a master amalgamation of AI-based technologies. AI-
enabled techniques can shorten the testing and verification
time for vehicle manufacturers and how it can be boon for
making these more secure.

Autonomous vehicles seem to be coming from the sci-fi
world into the real world suddenly. In the past 15 years,
scientists and engineers have been working hard to make it a
reality. However, Auto manufacturers are struggling to fine-
tune AI algorithms that form the brain of the AV through
metallic arms of obstacles and environments. �e use of
multidisciplinary sensors such as LiDAR enforces signifi-
cantly different testing requirements not related with Ve-
hicle movement but with respect to accuracy of
measurement of these devices [99]. As 5G is being rolled
out, it opens a new world of possibilities for autonomous
vehicle industry [100]. To take care of these different testing
requirements, the testing of autonomous vehicles will need
to move from functional testing of components to a fully
autonomous testing.

We need to be cognizant not only before the production
and development of these vehicles but also during the whole
lifecycle of the component involved. For example, for the
demand of high level of parallel, time-critical, and fault-
tolerant computing, FPGAs are suitable as they are pro-
grammable and customizable and can process high volumes
of data in parallel on a single chip [101]. �ese chips need to
be in working for at least 10 years. Nobody has tested the
lifespan of these chips over a decade in outside road con-
ditions. Hence, we need a comprehensive testing approach
and techniques to take care of operational as well as software
scenarios to ensure the quality of these autonomous vehicles.

In Figure 6, the components of autonomous vehicle are
depicted.�e testing of GPS, Radar, Sensors, and computing
unit components are required for better functioning of AV.

9.1. Operational Testing Approaches. Autonomous vehicles
are believed to be safe with the researchers’ belief that the
number of car accidents will be reduced. However, some of
the autonomous vehicles crashes have attracted attention all
over the autonomous vehicle industry [102]. �e autono-
mous vehicles will spread across the world, so as the testing
of autonomous vehicles on public roads. �is will require a
regulatory approach to the autonomous technology [103].

Table 3: Summary of various software/tools for autonomous vehicles.

Software/tool Design techniques Language/development
SysWeaver Model-based Models/Couplers
SysAnalyzer Scheduling Models
AutoSim 3D graphics, simulator Simulator
Flow Deep reinforcement learning Python
OpenCV Image processing, machine learning, object detection C++
JESS Symbolic AI Java
FuzzyJ Fuzzy logic Isaac
AuRA Neural network, genetic algorithm LISPs
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To keep quality checks on an autonomous vehicle pro-
duction, it needs to undergo a high-fidelity operational
testing.

Few governments such as Taiwan have introduced
regulatory frameworks for the testing of autonomous ve-
hicles [104]. US and Chinese AV manufacturers have been
testing the autonomous vehicles since long. Only Waymo
has driven more than 20 million miles of autonomous
driving at the time of writing. A Chinese company, WeRide
has driven a total running distance of 2.6 million km using
autonomous vehicle since its inception in 2019 (https://www.
am.miraeasset.com.hk/insight/race_china_autonomous_vehicle/).

�e operational testing of these vehicles can be divided
broadly into vehicle centered testing, user centered testing,
and context centered testing.

�e various techniques of operational testing of AV are
presented in Figure 7. An increased dependence on simu-
lated and operational testing seems unavoidable to measure
safety and reliability. Several standards such as IEC61508
and EN50129 include several parts of statistical evaluation
from operational testing [105]. However, the autonomous
vehicle core system relies heavily on machine learning and
artificial intelligence algorithms. Despite intense research,
there is no established operational testing process or tool

Operational Testing of
Autonomous Vehicles

User Centered Testing
(i) Drivers’ activities when not

supervising the vehicle or
surrounding traffic

(ii) Transition from automated driving
back to driver during the journey

Vehicle Centered Testing
(i) Vehicle behavior in different traffic

situations
(ii) Interaction with other vehicles,

road users, infrastructure

Context Centred Testing

(i) Transport system level changes
(ii) Position of other road-users like

pedestrians and cyclists

Figure 7: Autonomous vehicle operational testing.

Components of an Autonomous Vehicles

Light Detection and Ranging
LIDAR utilizes laser lights to measure
distances to still and moving objects

Main computing which analyses data from
sensors and map them to read conditions

Central Computing Unit

Radar and Ultrasonic Sensors
Measure distance of car from all obestacles
and moving.
Determines speed, road conditions and
overall vehicle behaviour

Global Positioning System (GPS)

Allow Autonomous Vehicles to
navigate their surroundings
without human interaction

Video Cameras

Cameras detects traffic lights
and signs and help recognize
the moving objects

Figure 6: Components of autonomous vehicle.
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which can satisfactorily validate the correct design. We need
a different approach to testing to deal with this VUCA world
which is going to change the face of humanity forever.

9.2. AI-Enabled Testing. �ere are thousands of algorithms
with millions of lines of code are written in a single au-
tonomous vehicle which will be deciding the next move of
the vehicle in real time. �is requires a complete suit of
automation functional tests on source code. �e testing
practices used today will require another level of automation
in terms of automatically created test cases and the mapping
of test cases to requirements.

Telemetry usage data, especially errors in real time, are
sent back to the manufacturers. Manufacturers use this real-
time telemetry data to improve their software and send the
system updates over the air. �ere is no need for every
mobile owner to go back to the manufacturer or a dealer to
fix it until there is anything serious. �e car manufacturers
will need a continuous testing facility throughout the life-
cycle of an autonomous vehicle. �e simulator- and algo-
rithm-based automated testing can also be integrated. For
example, the Udacity simulator testing which creates dif-
ferent randomly, manually modified scenes to identify the
failures across the system.

Since the core AI- and ML-based systems have millions
of hyperparameters to adjust which makes the normal
testing out of question. We need to use AI-based testing
tools which can adjust these parameters automatically based
on the telemetry data collected from the vehicles over a span
of time. In fact, real-time testing scenarios will be driving the
next upgrade of firmwares which needs to be put in the
autonomous systems. For example, the object detection
systems will need to be continuously improved based on the
real-time telemetry data for which the ML algorithms were
not being trained for. As the real-time telemetry data will
increase, so would be the ability of embeddedML algorithms
for decision-making. According to our research, currently
there is not a single fully compliant testing system which can
make these adjustments in real time and can make the
autonomous vehicle more secure [106].

9.3. AI Tools and Techniques Used. �e fault detection in
machine learning applications is like finding a needle in hay
stack because there are no standard practices of creating a

test oracle to verify the correctness of the algorithms used
[107]. Among the vehicle simulators, we can use a variety of
tools. �e most known is probably a Driving Simulator
product from IPG makes use of AR and the vehicle-in-the-
loop testing methodology (https://ipg-automotive.com/
products-services/test-systems/driving-simulators/
#augmented-reality-with-vil). It allows the tester to visualize
the different objects in real time with the help of AR glasses.

Another test methodology called the “Hybrid Testing,”
was developed in the scope of the EU-H2020 project
INFRAMIX. �is testing enables the evaluation of a real
vehicle in a virtual scenario in an enclosed proving ground.
�e testing is usually performed with simulated traffic
components and sensor signals, to make the environment
simulating to real-life [105].

Sometimes because of the issues in the camera devices,
result in a false induction and hence an empty photo. �is
might end up in generating an abundance of data in form of
images [108]. Hence the machine learning algorithms used
in autonomous vehicles might process a lot of unwanted
data. A tool such as Zilong software (freely available at under
BSD License) might help too. Vehicle identification is a
crucial technique in autonomous vehicle operations while
running on road.�e testing goal should be to generate a test
data of all the vehicle images captured by different cameras
under various viewing angles. �is will allow the testing of
different vehicle identification algorithms in an efficient
manner with different test input images. Vehicle companies
should use vehicle re-identification (re-ID) techniques
which can help in reducing the object identification load
[109]. In Table 4, tools for AV testing are elaborated.

10. Autonomous Electric Vehicle and
Its Applications

With rapid industrialization and recent development in the
automobile sector, the need for fossil fuel drastically in-
creased. Due to most gasoline-based vehicles used in routine
transportation operations, GHE is grown and exploited in
the natural environment. Hence, there is a need to save
natural environmental conditions for saving the life of
human beings. �erefore, the transformation of gasoline-
based vehicles to electric vehicles and autonomous vehicles
is essential. �e electric vehicle has used the sources of
electrical energy for driving it. Hence, it will save nature

Table 4: Tools for testing of AV.

Tool Underlying
technique Impact area Languages

Facebook
Infer AI/ML Automatically identify code quality issues, regressions, security vulnerabilities in

AI/ML algorithms Java or C/C++

Testim.io Deep learning Fast authoring with code flexibility boosts coverage JavaScript
PaddleCV Deep learning Rich official model library, covering various visual tasks Python
mltest Deep learning Machine learning testing framework for TensorFlow Python
Torch-test-
case DL Machine learning testing framework for PyTorch Python

Functionize NLP Low code testing solution NLP-based
testing

16 Mobile Information Systems

https://ipg-automotive.com/products-services/test-systems/driving-simulators/#augmented-reality-with-vil
https://ipg-automotive.com/products-services/test-systems/driving-simulators/#augmented-reality-with-vil
https://ipg-automotive.com/products-services/test-systems/driving-simulators/#augmented-reality-with-vil


against GHE and protect human beings against the exploited
environmental conditions.

AV and AEV are driverless vehicles that are simple to
drive, safe, and comfortable in operation. Most of the driver
functions in ordinary vehicles are performed automatically
in AV and AEV with the help of intelligent sensors, intel-
ligent controllers, onboard computers, recent hardware and
software applications, novel algorithms, etc. AV is proper for
physically disabled and elderly people to live their life in-
dependently. Hence, the quality of life of the ordinary person
will be enhanced due to decreasing the GHE and its inde-
pendent operation. Imagine that one of the directors of the
movie has gone to shoot. Still, he forgets the movie’s script
and other correlated important things or any person gone to
do the shopping. He forgets his debit and credit cards,
money, etc. �e AV could be capable enough of bringing the
missing items quickly by considering the abovementioned
generalized uses of AEV.

10.1. Specialized Applications of AV/AEV

(i) Public Transportation
AV was introduced initially in the public trans-
portation system in thedriverlessmodeof operation.
Nowadays, modern trends in public transportation
are helpful in the cosmopolitan region for the
tourists, own citizens, etc. Transportation is a big
challenge in crowded, cramped, and cluttered areas
in various cities. Still, due to the introduction of
autonomous electric vehicles (AEVs), it is possible to
manage the issues in crowded places.

(ii) Autonomous Underground Vehicle
One of the examples is a fully automated under-
ground vehicle developed in Denmark. Its per-
formance is encouraged to a resident of Denmark
for its further utilization in a transportation
system.

(iii) Autonomous Electric Tram
�e first automated electric tram was designed and
developed by Siemens in Germany. In 2018, the
first test drive of the tram was conducted in
Germany for a distance of seven kilometers. �e
use of smart devices, such as smart cameras, in-
telligent sensors, and intelligent software-based
LiDAR systems, is helpful to the tram to drive in
crowded areas of various cities without any ob-
stacles. Due to the intelligent algorithm, pram in
front of the tram, and intelligent monitoring and
controlling system, a tram will operate very safely
even in crowded areas. At the occurrence of any
obstacle, the pram will be taking care of it with the
help of other auxiliaries’ apparatus, and the
journey begins immediately after removing the
barrier. During the long and short distance jour-
ney, the trams maintained safety throughout the
trip, automatically stopped the tram at the desired
destination, and immediately began for a different

destination. Tram responds immediately to
crossing animals, human beings, other moving
vehicles, different types of objects, and any other
obstacles.

(iv) Autonomous Microbus
�e testing of an autonomous microbus was
completed in Finland in 2018. �e primary ob-
jective of microbus is to reduce public trans-
portation’s load and utilize the available resources
to minimize the GHE. �e microbus operated for
approximately sevenmonths from 8.30 a.m. to 4.30
p.m. and completed about 4 to 7 journeys during
working each hour. It is handy for the shorter
distance, transporting the employees of nearby
industries, citizens, etc. �e main aim of this
microbus is to motivate people to avail themselves
of this bus to control pollution by 2022 and save
the environment.

(v) Automated Robotics Bus
Again in Finland, another invention of an au-
tonomous vehicle was introduced, called Auto-
mated Robotics Bus. It was also called GACHA. It
is an automated shuttle operating in any weather
conditions. It was the coordination of Japan-Fin-
land efforts. �is bus is capable enough of a
driverless mode of operation with accurate ob-
stacle detection, accurate navigation, and posi-
tioning. It is 2.5 meters wide, 5 meters long, and its
height is about 3m. It is a four-wheeled vehicle that
operates at 45 km/hour speed and can cover a
distance of 110 km, and the option of wireless and
wired charging is possible to it. It carries 18 people
in it, such as 11 people in seating mode and seven
standing ways. It is clean, safe, and amicable to
bring the remote peoples together in Finland
during the winter season. It is suitable for all
weather conditions and easily navigates in cloudy
lousy weather conditions such as rains, storms, and
fogs.

(vi) Fully Automated SEDRIC
�e Volkswagen group initially launched SEDIRC
Car under an autonomous level of 5. It is simple,
well electrified, well digitally networked, safer, and
sustainable. Due to being digitally interfaced, it is
available at any interval, such as hiring a taxi. In
2017, voice commands and control button-based
operating cars were launched in the motor show of
Geneva. Due to the absence of a steering wheel,
paddles, etc., it provides sufficient space and suf-
ficient comfort during the journey. �e journey
information is mentioned in its display such as the
length of distance in km, speed, time required to
reach, safety, and traffic congestion.

(vii) Automated Electric Volvo Bus

A fully automated Volvo electric bus was designed
and developed in 2019 in association with Singapore
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University. It has a carrying capacity of 75 seats with
a driverless mode of operation. Obstacles detection
and control are obtained by using LIDAR 5 intel-
ligent sensors. Automated Electric Volvo bus offers
high flexibility, safety, compactness, reliability,
sustainability, and high efficiency. Hence shortly,
this bus will be reflected in public transportation.

(viii) Autonomous Electric Helicopter

VSR700 is one of innovated prototype Autono-
mous Electric Helicopters invented in 2020 by
Airbus under the heavy test drive in France. It is
designed and developed for operating alongside
various naval assets. �e objective is to empower
the ships, enhance their scope by using intelligent
sensors in association with helicopters, and en-
hance the information collection scenario from
ship perspectives. Autonomous Helicopters are
doing the job of surveillance of their targets’ in-
formation and confirm the destination of reaching
the ships at desired locations. Sustainability is
enhanced in modern ships and autonomous he-
licopters by using faster intelligent sensors.

(ix) Autonomous Smart Truck
A fully automated electric truck was designed and
developed in 2016 by the name Otto. Without a
human driver, it operates with the help of the
LIDAR system. �ese modern trucks are mini-
mizing accidents and utilized for delivering heavy
goods and services. In addition to this, Vera as
Volvo autonomous electric truck is designed and
developed for carrying goods from various desti-
nations such as industries, dockyards, mines, ports,
storage yards, and warehouses and has very effi-
cient, safer, clean, and sustainable ways than or-
dinary trucks. Using intelligent cameras and other
sensing devices, these Vera trucks are smartly
operating, positioning, detecting, and controlling
in more innovative ways and decreasing waiting
periods and pollution. Hence, their performance
increases technically and economically.

(x) Google Self-Driving Waymo
�e testing of Waymo vehicles such as trucks and
cars was completed in various weather conditions
and road conditions in California. Driverless mode
of operations is considered using computer-inte-
grated cockpit and various sensing and controlling
devices. It provides security and safety during the
journey with information about other vehicles
nearby.

(xi) Fully Autonomous Shuttle
In England, a fully autonomous Shuttle was
designed and developed in 2017 by Harry’s name
and tested in London. In the UK, places where the
lack of public transportation or no buses, no trains
nearby the various locations for public transpira-
tion, decided to enhance the public transportation

more smartly. Hence, these shuttles are used in
such areas to improve the efficiency of transport. It
is acquired near about 5 to 6 people and covers the
distance of 12 kms. It is operated using intelligent
sensors, intelligent cameras, LiDAR, and other
smart monitoring and control systems.

(xii) Autonomous Metro Train
It is a fully automated train design and developed
by China in 2020 for the country Turkey. It is
operating at a speed of 130 km/hr. It can carry
about 1200 passengers with 4 to 5 carriages.

(xiii) Nuro’s Fully Automated Vehicle
It is helpful for elders, the physically disabled, etc.
It is also beneficial for transporting goods from one
place to another place. It was developed in 2018 for
delivering goods in a driverless manner [110].

(xiv) Autonomous Underwater Vehicle
It is used in marine earth science and is popular in
the technical and defense sector also. �e primary
function of this vehicle is to obtain an improved
image of the seafloor with a very high resolution
from the vessel’s surface. �e different types of
underwater vehicles are marine robots, hybrid
automated underwater vehicles (AUV), bluefin
Hovering AUV, AUV Urashima, hyper dolphin,
and solar-powered autonomous vehicles II
(SAUV) [111].

(xv) Autonomous Vehicles for Agriculture and Mining
Autonomous vehicles are used in the agriculture
sector for various farming processes and used in
mining operational tasks. Different types of agri-
culture and mining autonomous vehicles are au-
tonomous agriculture tractors, unmanned ground
vehicles used for smart farms, mining vehicles such
as mining trucks, mining automated machines, etc.

(xvi) Automated Rover
It is an autonomous vehicle utilized for indoor and
outdoor applications. It is an unmanned vehicle
used where human intervention is not easily
possible in various conditions. In those applica-
tions, self-detection and diagnosis of faults are the
leading features of Rover [112].

11. Power Train Energy Management and
Machine Learning Applications in AEV

�e power train is defined as the generation of electric power
with the help of different sets of components and subsystems
in the EV to drive the wheels of the EV and move the vehicle
from one place to another. �e power train of an IC Engine
vehicle is complex rather than an EV. Ordinary IC Engine
vehicles have more than 100 moving components are
present and out of which engine is the main component of a
power train. Similarly, the various subcomponents and
subsystems are axles, more comprehensive cooling systems,
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differential transmission systems, drive shaft control systems
for emission, etc. are used in EV. In the EV/AEV power
train, 65% fewer subcomponents are used than the IC
Engine vehicle power train.

�e power train of EV/AEV consists of the following
features: battery bank, DC to AC converter, controller for
motor, electric drive motor, smart onboard charger, battery
management system, DC to DC converter, intelligent
temperature monitoring system, intelligent body control
module, etc. �ese components are elaborated in the next
section.

11.1. Essential Components of the Power Train of AEV/EV.

Battery Bank: its function is to store the energy in
chemical form during the charging mode of operation
and release electrical energy during its discharging mode
of operation. It consists of different types of lithium ion
cells used in series or parallel or combines hybrid ways.
Converter (DC to AC): DC output power obtained
from the battery bank is converted into AC, and this
AC power is utilized for driving the electric motor.
Motor Controller: it is also called a power train con-
troller. It controls the desired rated speed and fre-
quency of power feed to the motor. So that maintains
the acceleration and related speed according to in-
formation of driver communication through acceler-
ation and brakes.
Electric drive motor: it is utilized for the movement of
vehicles. It converts battery-based electrical energy into
shaft power movement of wheels of vehicles through its
transmission system. Similarly, regenerative braking
can be used under this mode of operation.
Charger on board: charging point of AC supply is
converted into DC supply. Using a control system
controls the technical parameters of the battery banks,
such as current through the battery bank.

In addition to the above primary components, various
hardware and software systems are present in EV/AEV
power train systems such as electronic control unit, battery
management system, thermal control, body control unit, and
DC to DC converter, which are used in AEV. Data exchange
and data processing are conducted under various software
programs integrated with the EV power train system. Many
electronics control units are used in AEV for performing a
particular function.

Uniformity of equal voltage levels in all lithium ion
battery cells is maintained using a battery management
system (BMS). It is routinemonitoring and controlling a cell’s
voltage to avoid malfunction and protect the system. �e
stable balancing of cells is obtained by using BMS and en-
hanced efficiency of the battery bank. It is also communicated
very properly with EVSE, different electronic control units to
maintain the rated parameters at the chargingpoints. Various
subsections of AEV/EV are getting the power by using the
battery. Still, each subsection, such as mirror control, Horne,
parking light, wipers, and lights, required a different voltage.

Hence, the DC to DC converter issued herewith fulfills their
voltage needs besides the standard voltage levels.

A temperature control system monitors and controls the
rated or optimum temperature of the power train system in
AEV. So that avoids if any inconvenience during the normal
running conditionsofAEV.Abody control unit alsomonitors
and controls routine operations of AEV such as vehicle access
control, mirror control, and power windows controls.

11.2. Power Train Efficiency in AEVs/EV and ICEVs.
Power train efficiency of AEV is a ratio of power required to
a vehicle to complete the drive cycle to its consumption of
fuel energy. �e comparative analysis of AEVs and ICEVs is
mentioned in Figure 8. �e energy input of ICEV is 100%.
Out of which adequate energy is 15%, the rest of the per-
centages are consumed by various losses such as Idling loss
17%, energy loss 62%, and driveline losses 6%. In AEV, by
considering the energy input of 100%, the adequate energy is
about 80%, and the rest of the losses are only 20%, i.e.,
electrical losses are 145, and driveline losses are 6%.

11.3. Significance of Machine Learning and Deep Learning in
the Operation of Autonomous Electric Vehicles. As per the
global scenario, 1.40 billion road accidents are occurring
each year, and a leading cause of accidents is the crashing of
vehicles due to human mistakes and error. Hence, due to
autonomous vehicles, the percentage of accidents decreases
and saves human beings’ lives. �e cost of delivery is re-
ducing due to the driverless mode of operation, and the
vehicle’s performance drastically rises. Machine learning
(ML) can be used in the autonomous vehicle for the Ad-
vanced Driver Assistance System (ADAS) function to en-
hance a vehicle’s entire performance. ML performs the
various roles in the routine operation of autonomous electric
vehicles are as follows.

Classification of obstacles, objects, and their intelligent
detection: in existing vehicles, smart sensors, high definition
cameras, LiDAR, Radar, etc., technology-based intelligent
devices are used for the detection, classification of various
obstacles, and objects. �e results obtained from this system
are satisfactory, but there are chances to get the wrong
category of things due to the slight difference in pixel of
images. �ere is the chance of accidents being created due to
the wrong interpretation of images, and evil actions may
happen. Due to the proper involvement of the intelligent,
trained ML model in existing autonomous vehicles, the
system’s perception can be enhanced, precisely identifying
the obstacles or objects. So, the accuracy of detection of
objects is improved with safety and security using the ML
model in AEV. Also usage of deep learning (DL) intelligent
software developed the intelligent algorithms for training the
neural network (NN) system in AEV. Using an image
processor of different objects accurately classifies and de-
tects, and accordingly, the vehicles react for further actions
such as lane detection, stay in highway lanes, and path
prediction very accurately. Distinguishing between human
beings on highways, animals, other vehicles, lamp posts, etc.
can be efficiently and accurately possible using ML and NN.
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�e speed of moving objects, directions, free spaces, etc.
quickly understands by ML.

Power Train in AEV using ML and DL: the various real-
time data points are produced in the power train. By ap-
plying ML to these data points, the function of battery
management, controlling of motors, etc. are improving.
According to available power train data changes, ML offers
the flexibility of boundary conditions as per the ages of the
vehicle’s system. Even changing operating conditions, the
ML-based system has sufficient computing capability and is
helpful even in real-time surrounding environmental con-
ditions. �e system is capable enough to identify the ir-
regularities and provides regular information about
warnings, maintenance, failure of motor controls, etc.

Security, safety, and reliability of AEV using ML: ML
ensures the accurate operation of vehicles and avoids various
accidents. ML also prevents accidents due to failures of
different smart devices such as sensors, Radar, Cameras, and
LiDAR. �e data of multiple subsystems, such as state of
charge, temperature control, speed, range, and battery level,
are recorded. Furthermore, it is analyzed to conclude the
performance of the AEV subsystem, such as motor per-
formance and health index of AEV. �e indicating system
quickly concludes whether the AEV/EV operating is the
average or abnormal mode of operations.

Identification of hacking, cyberattacks, and privacy in
AEV-related data: using networking and intelligent comput-
erized protected system with ML to ensure the security and
confirm the detection of cyberattacks, hacking, etc. and
overcome these problems quickly. Data privacy is easily
maintained by using ML. Optimization of energy consump-
tion in power train-based AEV/EV is obtained by combining
Big Data from various sensors used in AEV/EV and ML.

12. Autonomous Driving Subsystems in AEV

Electric vehicles require multidisciplinary technologies such
as electrical engineering, chemical engineering, and auto-
mobile/mechanical engineering. Furthermore, the Electrical
Engineering system requires electric machines, power
electronics, control systems, energy, battery management,
and charging. Mechanical/Automobile Engineering involves
gearing differential, chassis, suspension braking, steering,
etc. �e knowledge of IC Engines is also required in HEV.
Chemical Engineering involves knowledge of batteries and

different kinds of chemical features and knowledge of fuel
cells. Battery and fuel cells are energy sources, and it also
requires the knowledge of fuels such as liquid and gases,
which is helpful for EV development.

12.1. Electric Vehicle Subsystems and Configurations. It is
classified into two types: (i) converted electric vehicle
(retrofitting) and (ii) purpose-built.

(i) Converted Electric Vehicle/Retrofitting
Converting an existing diesel engine or petrol engine
based vehicle to electric vehicle in place of IC Engine
similar rated electrical motor is fitted and the rest of
components are kept the same without any change.
�is type of EV design is simple, and it can use IC
engine-based used vehicles of 15 to 20 years. �is
kind of EV is popular only when the cost to a
customer per kilometer of driving is less in the
converted EV than diesel engine/petrol engine EV.
�is is not a high-performance EV

(ii) Purpose-Built
All modern EVs are purpose-built. Purpose-built EV
means the body and frame of the vehicle are nearly
designed such that it takes into the set ration the
structural requirements of the EV, and it also uses all
the flexibility that the EV system offers. In IC En-
gine-based vehicles, the power flow or the energy
flow is done mechanically. It uses bolted frames and
rigid systems to transfer energy from one system to
another. However, in EV, the power flow is done
using electric wires, which are very flexible. It allows
the distinction of different components of an EV
throughout the vehicle, and energy transfer can be
done using flexible wires. Hence, distinction flexi-
bilities are very high in purpose-built EV. Type of the
propulsion system used in EV is also a deciding
factor. �ere may be gears or gearless; some may use
a differential, others may not, some may use the
single motor, and others may use multiple or dual
motors. So, depending on the type of EV, the design
of EV has to be done. It cannot be the same for all
kinds of configurations. �e type of energy sources
used in an EV decides the design of EV a lot, so if a
single battery-based vehicle is designed, it has to be
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Figure 8: Efficiency of ICEV and AEV/EV [113].
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suitable. If a multibattery system, it has to be done in
another way. So, batteries can be used in the chassis
of the vehicle, on the top side of the vehicle, or in the
vehicle’s luggage space. Hence, all these possibilities
are there, and they can be connected using a wiring
arrangement. �e design must be different when
using a fuel cell in a fuel electric vehicle because the
fuel to be stored is hydrogen. It requires a lot of
auxiliary systems. Charging system is essential. �e
charging system for different types of energy uses
may be different. It can be a board charger; it can be
an IPT kind of system where secondary coils are to
be installed in the vehicle. All these requirements
have to be taken into considerations while designing
a purpose-based EV.

12.2. Components of EV System. �e essential component of
the EV system is an electrical propulsion system. Under this
system power converter, controller, power electronics,
motor transmission, gears, and differential gears are used.
�e performance of EVs is increased by optimizing these
subcomponents. EV will get higher performance operation
with minimum energy. �e motor is designed to have high
power density; it has high torque density and efficiency in
wide speed and torque ranges. Power electronics are gen-
erally created at a high switching frequency. Loss-making
components such as gears and the differential can be
avoided, but employing complicated control is the job of a
complex control system or the controller.

12.3. ?e Propulsion System of EV. �e movement of EV is
obtained by using a propulsion system. Figure 9 shows the
electric vehicle propulsion system [114]. Initially, energy is
extracted from the energy sources such as conventional and
nonconventional renewable energy sources. �e raw power
is processed and converted from one level to another by
using different intelligent converters.

�e stable energy supply is feeding to the electric drive
motor, and the rotation of the engine is utilized for driving
the wheels of EV with the help of a transmission system;
finally, EV is starting to rotate. �e propulsion system of EV
is depicted in Figure 9.

12.4. Autonomous Electric Vehicle (AEV) Driving Subsystem.
It is a complex system consisting of various driving sub-
systems such as object sensing, perception, and decision-
making. Also, it consists of a robotics operating system,
various hardware, the platform for cloud computing, devices
for data storage, modeling and simulation, ML- and DL-
based different training models, high definition mapping,
and novel algorithms.

It collects the raw data from various sensors and extracts
essential information from sensors using algorithms sub-
systems.�is algorithm information further gets the need for
reliability and real-time data. �e cloud platforms offer the
offline computation of data and store the data in a different
storage system of AEV using the medium of clouds. It is
possible to test various types of novel algorithms and update
mapping at a high definition range and offer intelligent rec-
ognition, following tracingwithaparticulardecisionofmodel.

AEVs are considered the future of vehicles, whereas the
intelligent grid appears to be the grid of the future. Vehicle to
Grid (V to G) is the link between these two technologies, and
both get benefitted from it. Much research is going on to
make electronics sensors in EVs more compact, rugged, and
cheaper. Development of charging infrastructure with re-
quired EVSE should be significantly considered for safe and
controlled energy transfer to EVs. Customer acceptance can
be enhanced by increasing desired safety standards, reli-
ability, durability, and efficiency of battery chargers with
reduced charger cost. �e modernization of the power
system accelerates the utilization of EVs in terms of V to G
technology. In an innovative grid environment, EVs become
a possible solution to balance the power fluctuations due to
the intermittent nature of RES [115–119].

13. Advanced Technologies and
Autonomous Vehicles

�is section discusses advanced technologies that play a vital
role in the enhancement of autonomous vehicles. �e
technologies such as Internet of �ings (IoT), cloud com-
puting, autonomous drones, constraint programming, and
knowledge representation, along with artificial intelligence,
are explored in this section. Figure 10 illustrates the key
technologies for autonomous vehicles.
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Figure 10: Advanced technologies for autonomous vehicles.

Mobile Information Systems 21



13.1. Artificial Intelligence, IoT, and Autonomous Vehicles.
�e convergence of AI and IoT have emerged as an essential
domain towards enhancing human QoL. �e automotive
industry has begun to adopt digital systems and applications
from product services to customers. In recent decades, ar-
tificial intelligence and IoT have perpetuated the develop-
ment of connected autonomous vehicles independent of
human interventions as drivers. Significant enhancements in
servicing technologies, control systems, and high computing
capability have empowered the development and perfor-
mance of autonomous vehicles. �e service values such as
safety, cost, fuel efficiency, user comfort, and in-vehicle
quality of experience are more focused.

�e primary objective of IoT is to digitally sense,
measure, analyze, and decision-making in a real-world
scenario. �ese digital devices are interconnected globally
through Internet as a backbone network to achieve extensive
scalability. El-Hassan et al. [120] discussed the low-cost
sensor-based intelligent systems for detecting road obstacles,
collision avoidance strategy, traffic signal identification, lane
identification, lane monitoring, and halt responses. �e
authors discussed the challenges between innovative pro-
totype systems and real-world road systems for automotive
vehicles. Wang et al. [121] addressed the control theory
analysis for automotive vehicles over the brilliant system
performance such as control, stabilization, and reachable
components of the automotive system. �e comparative
study was conducted between autonomous vehicles and
human drivers under a simulated environment for a mixed
traffic scenario. Safavi et al. [122] addressed autonomous
vehicle health forecasting using the Internet of �ings and
artificial intelligence. �e sensors are the critical part of the
intelligent system of autonomous vehicles; however, these
sensors may fail to function properly due to various dynamic
factors. To the multiple sensor failures, the authors proposed
a neural network-based framework that involves sensor fault
detection, faulty sensor isolation, faulty sensor identification,
and forecasting of sensor health. Furthermore, the authors
elaborate on the forecasting categories, including monotonic
system life prediction and nonmonotonic behavior pre-
diction. In Table 5, advanced technologies are summarized
based on Cloud, Fog, and Edge computing.

13.2. Artificial Intelligence, Cloud Computing, and Autono-
mous Vehicles. Fog computing is a paradigm shift in a
computing platform that brings cloud computing facilities
nearer to the edge system. Delay sensitive applications such as
vehicular communication, data analytics, and data processing
are carriedat theproximityof the edgedevices. Fogcomputing
eliminates the delay and unnecessary network hoping. Soo-
khak et al. [123] discussed the need for fog vehicular com-
puting to augment computational power and offloading data
for storage. �e authors proposed a fog vehicular computing
framework consisting of four layers: edge network layer,
service layer, core network layer, and cloud layer. �e edge
network layer consists of an embedded system and intelligent
things.�e service layer performed field area network service
and multiedge services through fog computing servers. �e

core layer performs IP protocol, security, QoS, and broad-
casting. �e cloud layer consists of data centers and cloud
computing systems. Kong et al. [126] proposed the offloading
of LiDAR sensormeasurements from autonomous vehicles to
the edge cloud servers for processing and analysis.�e sensors
generated environment data were transmitted to a lamp post
for sharing with other passing autonomous vehicles.

13.3.Artificial Intelligence,Drones, andAutonomousVehicles.
IoT-enabled drone-based application has widely perpetu-
ated into the parcel delivery system. �e integrated truck
delivery approach and support from the drone systems have
overcome the limitation in both delivery systems. �e
drones have computational resource limitations such as
battery power and low payload. At the same time, the truck
delivery system has the demerits of long hauling duration
and lack of interior area coverage for parcel delivery. Wang
et al. [138] discussed the combination of drone and truck-
based parcel delivery systems. �e authors proposed a
framework for a simultaneous truck drone parcel delivery
system. �ree independent parcel delivery systems, namely,
truck parcel delivery system, hybrid truck drone, and
standalone drone parcel delivery system, have been explored
in detail. �e authors proposed scheduling and routing
algorithms for the hybridized truck drone parcel delivery
system. Sa et al. [139] presented an efficient framework for
hybridized truck drone-based LMD. �e collaborative
routing strategy for truck routing along with a fleet of drones
was discussed.

�e estimation of efficient truck parking from where the
drone can fly to deliver the parcel to customers was pro-
posed. �e collaborative routing is framed as an optimi-
zation problem using mixed linear integer mathematical
model formulation [140]. �e objective of this optimization
problem is to minimize the delivery makespan to the last-
mile customers. A greedy randomized metaheuristic-based
feasible solution for a large-size problem was proposed.
Fotouhi et al. [141] proposed a cost-effective visual-inertial
(VI) odometry-based autonomous drone (VTOL) system.
�ese VTOL-based autonomous drones are widely utilized
for building infrastructure inspection, aerial surveillance,
precision agriculture, and aerial cinematography [142].
�ese tasks require high performance in controller mech-
anism, low latency, obstacle avoidance, precise decision in
landing and take-off, object tracking and picking and ma-
neuver, and path planning.

Authors contributed to develop open-source software
for system identification, calibrating parameters, and state
estimation in different dynamic environments. Moon et al.
[143] presented the various challenges towards autonomous
drone racing technology. �e authors analyzed the possi-
bility of waypoint sequence estimation for the autonomous
drone. Further high- and low-level navigations in the indoor
and outdoor environment were studied. Patrik et al. [144]
addressed autonomous drone systems for parcel delivery
using the GNS. �e medical aid delivery for patients in a
remote natural calamitic scenario was considered for the
study. �e autonomous drone was assigned with the task
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such as object deductions and destination position reach-
ability using GPS. �e authors also proposed an auto drone
navigation algorithm based on the positional deviation
between the actual and desired landing positions.

13.4. Artificial Intelligence, Knowledge Representation, and
Autonomous Vehicles. Gregor et al. [140] addressed

situational awareness by ontology framework for an au-
tonomous vehicle in the manufacturing industry. �e se-
mantic representation is essential for reasoning systems and
internal state machines to achieve the goal of the desired
tasks. Pellkofer and Dickmanns [145] proposed an ontology
to perceive the autonomous vehicle environment and robot
telemetry. �e work also discussed the knowledge graph for
IoTrobotic domine in the intelligent automotive production

Table 6: Research on autonomous vehicles by different companies.

Year Manufacturing company Contribution by the companies

1920 Houdina Radio control, Chandler Motor car

Houdina introduced Radio-controlled cars in 1925.
In 1926, Chandler Motor car introduced an antenna that operated
small electric motors which directed every movement of the

vehicle.

1930 General Motors Radio-controlled cars driven by electromagnetic fields
accompanied by circuits inserted in roadways.

1950 General Motors Firebird, Radio Corporation of America Electronic guide systems using wires were introduced by the
General Motors Firebird.

1960 Citroen DS, Bendix Corporation, Stanford University, etc.

Citroen DS introduced magnetic cables embedded in the road in
1960.

In 1970, Bendix Corporation introduced AV’s powered and
controlled by buried cables with roadside communicators

depending on computer messages.
Stanford developed a small wheeled robot.

1980 Defense Advanced Research Projects Agency, Mercedes Benz,
etc.

Mercedes Benz in the year 1980 developed a vision-guided robotic
van.

In the same decade, DARPA-introduced an Autonomous Land
driven Vehicle for the first time which used Lidars, computer

vision, and robotic control.

1990 VaMP,Vita-2, Mercedes Benz, Jaguar Cars, Park Shuttle,
People Mover, etc.

In 1994, twin robots of VaMP and Vita-2 of Daimler Benz
introduced AV’s passing in lane system and lane changes with
autonomous passing cars. Jaguar cars funded Lucas Industries for
making parts for semiautonomous cars.Park Shuttle was the first
promoted driver less people mover that used artificial reference
points inserted into the road surface to cross check its position.

2000
National Institute of Standards and Technology, DARPA,

Radio-frequency identification, Royal Academy of
Engineering, Toyota, aluminium division of Rio Tinto, Google

In 1998, Toyoto was the first to introduce Advance Cruise Control
(ACC) on a production vehicle disclosing a laser-based system for

its luxury sedan version.

2003 Tesla
Various models are developed by Tesla such as Model S, Model 3,
Model Y, and Model X. Tesla Semi, Cybertruck, and Roadster are

also in development phase.

2017-
18 Apple

Apple’s self-driving car effort, Project Titan, lost around 200
employees in January 2019. Apple bought Drive.ai five months
later. Apple is purportedly buying the company to hire its people
rather than buy its technology. With its self-driving vehicle fleet,

Apple spent 2018. �e California Department of Motor
Automobiles registered 70 vehicles in September 2018. Apple’s
fleet logged 80,739 km of autonomous driving between April 2017

and November 2018.

2020 Audi

Ford makes its debut with hands-free technology in a car. �e
European Union has authorized the deployment of the A8’s self-
driving capability on public roads. �e former Tesla Autopilot
manager now serves as the CTO of Audi’s Autonomous Intelligent

Driving (AID) business.

2020 Autoliv

An airbag in the form of a cocoon is being developed in
conjunction with Autoliv and will be integrated into the seat

frame. In the case of an accident, it would protect drivers from
flying debris or unbuckled passengers in the backseat. A prototype
of the car was shown off at the AutoMobili-D exhibition in

Detroit, Michigan, in January 2019.
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intralogistics environment. Asmar et al. [146] examined the
multifocal dynamic visual system for an autonomous ve-
hicle.�e advanced vision system consisted of the camera on
a high bandwidth pan-tilt holder that performed the active
gazing for the independent system. �e authors addressed
both static and dynamic knowledge representation. �e
static knowledge included a digital map of the real-world
knowledge repository about the apriority performance pa-
rameters. In Table 6, advanced research on AV by various
companies is presented.

�e dynamic knowledge included computers, processes,
scene trees, and sequence of tasks representing the mission
objects [147]. �e proposed system consists of decision-
making units that performed three tasks, namely, behavior
decision for vehicle gazing, behavior decision for maneuver,
and centrally coordinated behavior for decision-making.
Zhao et al. [148] addressed the knowledge representation for
autonomous vehicle driving environment in a machine-
readable format. Ontologies were proposed for safe driving
based on road maps, driving lanes, and surrounding driving.
�e authors proposed core ontologies for the enhanced
driver assistance control system. �e proposed ontology
included map ontology, control ontology, and car ontology.
�e map ontology describes the road network with the
roads, lanes, markings, road intersections, and traffic signal
status. �e control ontology described the driving action,
driving state, and maneuver path of the autonomous vehicle
based on the GPS. �e car ontology contained the details
about sensors, vehicle engine status, the vehicle’s exact lo-
cation, and the vehicle’s speed.

13.5. Artificial Intelligence, Machine Learning, and Internet of
?ings for Autonomous Heavy Vehicles. �e concept of
autonomous vehicles, where manual driving is not required,
has gained many in this busy life. It has made many au-
tomotive manufacturers exploit every opportunity in de-
veloping autonomous vehicles. �e technologies such as
artificial intelligence, machine learning, and IoT have raised
hopes for autonomous vehicles. �is evolution leads to the
enhancement of data analysis and prediction processes and
procedures. Artificial intelligence has gained a wide range of
scope in various autonomous sectors [149]. Till now, driving
assistance systems such as proximity sensors and ADAS are
experienced. Now, a step ahead with machine learning and
IoT concepts, the future is driving towards autonomous
vehicles. Competition in the current vehicle industry forced
companies to adapt to the rapidly changing environments
with technologies, improved features, safety, automation,
and data transfer. �e AI and IoT in combination will
enhance the change for self-driving autonomous vehicles
(AVs). �is article lets us know how the latest developments
of AI and IoT will assist in the quest for automated vehicles
[149].

AI, ML, and IoT are the fields of computer science used
to develop intelligent devices and intelligent machines.
�ese Intelligent machines such as AVs respond and react
like human brains through ML and AI. In the goal for
evolving at full automation (i.e., self-driving), it is prominent

to know howAI works in hand with AV. Automated vehicles
use significant amounts of input data from sensors and
intelligent devices. �ese sensors of AV provide inputs such
as time frame, movement detection, navigation directions,
image recognition, voice, and word recognition, multiple
touch recognition, virtual assistance, vehicle speed, vehicle
acceleration and decelerations, mileage information, fuel
status, vehicle location, and position [114, 150].

In October 2010, Segway Incorporated and General
Motors jointly advanced a two-seat electric car with new
features such as self-vehicle parking, crash avoidance, and
vehicle patrol. In 2011, Volkswagen group commenced
HAVEit, having features such as Radar systems, cruise
control, side observation for safer lane-changing, and TAP
mode to maintain a particular distance from other vehicles.
In 2014, Nissan’s Infiniti Q50 introduced a virtual steering
column. In 2018, Google planned to release self-driving cars
with all the features such as lane-changing and hassle-free
parking, with all the Adaptive Cruise control options [151].

13.6. AI inAutonomousVehicles. AI in autonomous vehicles
is applied in the following phases:

(i) Information Collection
AVs are built with multiple sensors and intelligent
devices such as Radar sensors, cameras to capture
images, and brilliant communication cables to
produce a considerable amount of data from vehicle
and vehicle surroundings. �is information has the
lane information, road signals, road signs, sur-
rounding vehicles movement tracking and vulner-
able road user’s data, parking location details, and
traffic status. �is information is then sent and
further processed.

(ii) Path Planning
�is bulk data from AV systems will be stored and
clubbed with past data from earlier rides in a da-
tabase known as Big Data. AI agents act on this Big
Data to produce sorted and meaningful algorithms
by strategy control.

(iii) Act
�e decisions made by AI agents are used to detect
objects, traffic, parking areas, and bicycles; pedes-
trians make the AV reach the destination safely.
AVs are also equipped with function controls such
as steering control, gestures, and speech recogni-
tion. AI agents are responsible for making final
decisions in demanding driving situations.

13.7. Challenges in AI-Driven Automated Vehicles

(i) Sensor issues
Sensors of the AV play a significant role in the
automation process. Sensors can be classified
mainly in 3 ways. Firstly, by using the already
existing sensors, i.e., speed sensor, acceleration
sensor, fuel sensor, steering angle sensor, etc.
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Secondly, positioning sensors of the vehicle, i.e.,
GPS.�irdly, surrounding sensors such as markings
on the road, inclination, signboards, weather up-
dates, surrounding vehicles detection, and vulner-
able user’s detections.

(ii) Complexity and uncertainty
Complexity involves dealing with vast amounts of
information gathered from sensors and training the
data model. Uncertainty occurs during sensor data
collection; there may be noise that makes the input
errors given to the sensors.

(iii) Complex model tuning issues
Deep learning, machine learning, and reinforce-
ment learning methods are used in AVs. As a result,
complex data models are generated, and then the
parameter calibration for these models becomes
complex. End-user has to develop a suitable tuning
model by costly trial and error method. For ex-
ample, we use supervised learning algorithms in
automated vehicles and suppose if the trained data
set and the input dataset are entirely different in
some situations such as the traffic on the lanes,
which is unpredictable, here comes a problem of
complex model tuning issues. Training the datasets
of metropolitan, cities, semi-urban and rural areas
also involves complex model tuning issues. �e
passing of information from trained datasets to test
datasets also becomes a great challenge for the ar-
tificial intelligence technical approach in automated
vehicles.

(iv) Solving the hardware problem
Multiple computing systems are interconnected in
AVs. Different computing models were proposed,
such as multicore systems including CPUs, het-
erogeneous systems, and distributed computing
systems are used in AV. �e significant issues with
GPU, CPU, and programmable gate arrays are
programmed to change image processing and
computer graphics. All these are used in real-time
testing applications, and the cost becomes high for
commercial deployment. Hence, there is a need for
advanced hardware implementation.

13.8. Statistical Learning Methods in Autonomous Vehicles.
Considering different types of accidents such as rear crashes
that occur frequently, driving style plays an essential role in
designing ADAS Systems and Vehicle control systems. In
ADAS systems, inputs for different driving styles are con-
sidered statistical methods such as acceleration, relative
distance, and relative velocity [152]. Some statistical tech-
niques used to find additional driving assistance are collision
risk surrogates, trajectory feature extraction, discrete wavelet
transform, and discrete Fourier transform [150]. In Coop-
erative Adaptive Cruise Control vehicles, we use statistical
models to calculate real-time inconsistency in-vehicle
communication, and kinematics laws are considered.
According to an article by [149]Wang and Li, the safety of an

autonomous vehicle depends on the driver’s performance
and road crash tests performed in a suitable environment. By
utilizing the data of automated vehicle crash details, sta-
tistical methods, logistic regression, and data classification
are achieved.

In recent years, the emergence of connected autono-
mous vehicles are noticed. According to Yan [153], carrying
sensors and connected vehicles can increase energy
adaptability, better routing, and less traffic on roads. To
calculate the usage fuel and discharge of fuel used unsu-
pervised learning methods are applied on the real-world
datasets of autonomous vehicles. Using unsupervised
learning techniques, a new way for segregating driving
conditions concerning velocity and acceleration has been
applied on real-time AV datasets that work effectively [154].
As a reference from an article by Wanchfeld, unsupervised
methods and statistical methods are to be applied to achieve
autonomous vehicles’ safety on-road testing. A linear dy-
namic system and a mixture of a linear dynamic system for
context-aware robot system and expectation minimization
were used to learn the model [155]. An optimal unsuper-
vised algorithm was introduced to increase the fastness of
the response, and hierarchical, K-means, and Gaussian
matrix models were used to optimize the path for vehicles
[156]. Vishnukumar et al. proposed a novel method using
AI core-based machine and deep learning algorithms for
real-time applications such as T&V and Advanced Driver
Assistance System (ADAS) to improve their efficiency [157].
Mishra et al. proposed an AI-based camera to monitor the
occupants in cabins and their behavior and also discussed
wave power-based autonomous vehicles to enhance the
facilities in various fields [158, 159]. In 2021, Malik et al.
[160] introduced a new concept vehicle as a service to re-
duce the CO2 effect on the environment.

Regression algorithms are used in the cases of prediction.
�ese algorithms are used in automated vehicles to predict
and maintain a relationship between the image and its
position [161]. �e output of usage of this algorithm is an
image, its place, and its presence. Some of the regression
algorithms used in self-driving vehicles are neural network
regression, decision forest regression, etc. In ADAS, the
data collected from all the sensors consists of different
datasets that require filtering data from raw or irrelevant
data. Hence, it forms a necessity for the classification of
data that uses pattern recognition. Category of data helps in
reducing the dataset. �e SVM and HOG are widely used
for component analysis. A supervised model was designed
to avoid unwanted intervention while driving [162].
Trasnea et al. used the GrisSim to learn deep learning,
reinforcement learning, and genetic algorithms to maxi-
mize the speed [163].

�is concept includes creating and automating mathe-
matical models and algorithms that can optimize the ability
to perform particular tasks. Machine learning proceeds from
examining survey models, operations and research, and
statistics and explores the data. �e primary task of a ma-
chine learning algorithm in the autonomous vehicle is
frequently capturing and analyzing changes in the sur-
rounding environment. Major tasks are as follows:
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(i) Object Detection
Takumi [164] proposed multispectral images as
input information for object detection in traffic.
�ese are composed of RGB images, middle infrared
photos, and multilateral information. Multispectral
datasets are used for object detection in traffic. Liu
et al. [165] discussed that multispectral detection
pedestrian is required for the safety and existence of
certain autonomous driving features using ConvNet
fusion architectures, which combine two ConvNets
on different DNNs stages, which attain better
performance. Kuznetsova described a method for
real-time object detection using hybrid viola-jones
cascade with the conventional neural network [166].
Object detection is the most important technique
for autonomous vehicles.�e nearby vehicles, traffic
lights, and signals should be detected and recog-
nized. Localization and classification is achieved by
object detection.

(ii) Object Identification/Recognition
Furqan et al. proposed a method for object iden-
tification naming decision tree and decision fusion
based recognition system which combines two
feature sets of RGB pixel values and nonlinear
points from each pixel from the dataset [167]. Lidar-
based viewpoints can detect the objects of any
transition, and tracking can be achieved more ef-
fectively [168]. �is technique involves dividing,
partition making, clustering, and monitoring.

(iii) Object Classification
Yoshioka et al. presented object classification in the
real world based on ReadAda Algorithm [169].
LiDAR 3D point object clouds improve object
classification accuracy to 90%, distinguishing ob-
jects, persons, and electric poles on the path [170].

(iv) Object Localization

Localization is a crucial phenomenon for developing
autonomous vehicles, especially in metropolitan areas
[171]. A stereo camera is used to distinguish a long-
standing object from an electric pole in an envi-
ronment. �e particle filter approach is used for lo-
calization for vigor and sensor fusion. Vision-based
localization would work more effectively in an object
localization process when the data are unable to re-
trieve from any hardware component in its failure,
and the data can be retrieved by a single camera [172].

(v) Prediction of Moment
An unexpected change in the surroundings, sign-
boards, traffic, shape of the lanes, and vehicle
condition can drastically impact the behavior sys-
tem of an autonomous vehicle [173].�emovement
prediction has a statistical behavior that is resolved
by various machine learning and deep learning
techniques. With the study of multiple autonomous
vehicles behavior concerning time and distance, the
position can be predicted [174].

13.9. Deep Learning and Deep Reinforcement Learning
Methods for Autonomous Vehicles. Deep learning comes
under machine learning. In deep learning, inputs are taken
from images, text, and sound and segregated. �ese models
have more accuracy (sometimes more than humans) [175].
Models are trained by using multiple layers of input data.
Deep learning enables them to notice a stop sign or dif-
ferentiate a user from an electric pole. Conventional neural
network is a deep learning technique used for image clas-
sification and feature extraction from training models. �is
technique can be used for automating the feature extraction
process and image recognition. Reinforcement learning is a
promising key in diving strategies, movement and action of
automated vehicles, and perception planning. �e deep
learning neural network is more beneficial over the con-
ventional machine learning technique [175]. According to
Lee et al., deep learning techniques are used for autonomous
vehicles in following a lane without taking many lane de-
partures. �ese deep learning techniques are also used to set
specific angle positions for steering [176]. Reinforcement
learning methods are used for maintenance and controlling
various aspects of connected autonomous vehicles. In [177],
the authors proposed a hybrid approach of QEN and a TSK-
FIS to control the tuning parameters for fuzzy control. Gu
et al. have proposed a hybrid method deep reinforcement
algorithm combined with the feedback control technique to
improve the performance [156].

(i) Deep Reinforcement learning
Reinforcement learning is a technique in machine
learning that enables the generation of a series of
decisions. Deep Reinforcement learning further en-
hances reinforcement learning by using deep learning
and multilayered neural networks. Deep reinforce-
ment learning techniques are used in pipelined
structures to train the models of deep neural net-
works associated with autonomous vehicles [178].
�ese deep reinforcement techniques are used for
acquiring sensor amalgamation and spatial
characteristics.
Diplomatic decision-making is a critical aspect of
advanced driving systems that involves several
challenges, such as uncertainty in other drivers’ be-
haviors and the trade-off between safety and
smartness. To avoid this type of situation, we use deep
reinforcement learning techniques. An ultrasonic
sensor calculates the distance from a target object by
discharging ultrasonic sound waves and then con-
verts them to electronic signals. A vehicle with ul-
trasonic sensors can detect conditions in its area;
autonomous vehicles need to work on Big Data. An
ultrasonic sensor needs to get data from thousands of
connected vehicles, which is required for building
better algorithms [36].

Accessory, which is crucial for the Advanced Driving
Support System (ADAS), is a camera. It is used for vehicle
parking, lane departure warning, and detecting real-time
obstacles.�is image has an array of pixels. Computer vision
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algorithms convert images by converting low-level to high-
level information images [36]. Unlike other sensors, Radar
has a remarkable ability to transmit signals irrespective of
poor weather conditions such as fog, rain, and snow and will
not hinder even during poor light. �ese have overall signal
perception from a vehicle. Radar has a better backup per-
formance added to lidar and camera. Radar’s output in-
cludes an object list containing speed, location, acceleration,
motion type, and boundary information.

Similar to WiFi, dedicated DSRC is wireless communi-
cation. DSRC has a high data transfer rate among vehicles.
DSRC ishighly securedaswell.�ese areused for bothvehicles
to vehicle and vehicle-to-infrastructure communications. �e
scope of DSRC is seen very high because of its low latency and
high and secure transmission.�is type of communication can
be used to pay at parking slots and tolls, identify the curve
approach on lanes, alert the driver, and alert construction sites.

Challenges in DSRC and AV:

(i) DSRC spectrum or band should not affect the ve-
hicle to infrastructure performance.

(ii) Make sure that the driver responds accurately to the
vehicle to infrastructure warnings.

(iii) Maintaining and managing data security.
(iv) Labeling the variables related to potential respon-

sibility issues posed by vehicles to infrastructure
communication systems.

Precise estimation of accurate position in automated
vehicles becomes crucial in terms of driver safety and
comfort. It is more critical at junctions and intersections to
avoid accidents. Initially, GPS is used for this position
tracking, but it may have some issues such as signal loss and
3 to 4 meters of accuracy. To avoid this, the use of pose
sensors came into existence. Generally, in autonomous
vehicles, these sensors are embedded into the road infra-
structure system where the vehicle’s external orientation
(translation) is the output to be obtained. �ese sensors are
placed at intersections and junctions at some heights such as
surveillance cameras. According to Khayyam, an autono-
mous vehicle can have a right of 6 degrees of pose such as
position (x, y, z) and angles while rolling (ß, Ý). �ese AV
pose sensors are used to calculate GPS in the movement of
position receiver, acceleration parameters, and dynamic
vehicle movements.

13.10. IoT in Autonomous Vehicles. IoT can connect devices
to the Internet for sharing data. All the autonomous vehicles
are interconnected to send and receive data from applied
sensors and intelligent devices of surrounding pedestrians
and cyclists around, nearby traffic sensors, parking locations,
etc.

Following components are associated with IoT in au-
tonomous vehicles:

(1) Intelligent devices and sensors are the essential
components and collect multiple pieces of
information.

(2) Mobile networks (3G/4G/5G) and WiFi
technologies.

(3) All the data which are collected should be inter-
changed, stored, and processed.

(4) Cloud services in AVs: here, the software as a service
is provided by the cloud.

(5) An advantage of IoT is intelligent control over ve-
hicles, GPS, information services, etc.

IoTwill support autonomous vehicles and transform the
automobile industry, and in turn, the automobile industry
will give a considerable boost to IoT. IoT will create an edge
between auto manufacturers and software developers. IoT
not only will transform the automobile industry but will also
trigger a power struggle between automakers as the in-
cumbent players on one side and software developers on the
other side.

13.11. Recent Autonomous Vehicles Development Using Ar-
tificial Intelligence and Machine Learning.

(i) AV sensor technology 2020
LiDAR systems will become crucial for autonomous
vehicles. It works with visual sensors, ultrasonic
sensors, and Radar systems to communicate with
other vehicles. LiDAR sensors can continuously
watch 360 degrees, and it also provides accurate
depth information. One of the essential LiDAR
sensors is Velodyne-64HDL 64E. A LiDAR sensor
works by emitting the laser light, and it measures
how long it takes to reach the sensor. Sensors and
Radars were used before, but now the LiDARs came
into the picture in making the most efficient Au-
tomated Vehicles.

(ii) Vehicle-to-Infrastructure (V2I) Communication
In Vehicle-to-Infrastructure communication, data
are exchanged between the vehicles and road in-
frastructure by using wireless transfer. Road in-
frastructure such as lane markings and traffic signals
provide information to vehicles wirelessly and vice
versa. Road infrastructure will have a significant
impact on successful self-driving vehicles. V2I
communication becomes brighter by adopting
smart sensors in road signs, intelligent traffic sig-
naling systems, and intelligent speed control units to
endeavor smoother autonomous vehicle flow. New,
creative, and intelligent infrastructure is required to
stay in a digital ecosystem.
Few emerging technologies can be used to improve
road safety, and mobility is like

(1) Advanced road markings can be visible to both
humans and machines in any road condition.

(2) Smart signs also provide directional signage that
both humans and machines can see in any road
condition. Retro-reflective symbols offer more
accuracy in navigation and faster decision-
making for drivers as well as machines.
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(3) Wireless communication is also required for
driver safety, automation, and improved
mobility.

(iii) Advanced driver assistance systems (ADASs)
Driving assistance systems are evolving more and
more as per the need of the day. ADAS or advanced
driver assistance systems will enhance the driver
effectively and confidently in terms of safety.
Standard ADAS systems include front collision
warning, lane departure warning, adaptive cruise
control, parking assistance systems, and many
more. Blindspot detection systems, night vision
systems, and other features enable the drivers to
commute in a safer and better way for the future.
Likewise, Mercedes are very keen to adopt these
features to promote and to enhance safety for their
customers.

14. Conclusion and Future Directions

�e scientific community now accepts autonomous vehicles
and autonomous driving as feasible solution due to ad-
vancement in AI. With artificial intelligence, autonomous
vehicles and driving systems may make a choice that propels
the industry into a new era of rapid development. Despite
this, artificial intelligence has significant limitations, limiting
the growth of autonomous driving.�is work has conducted
a comprehensive survey over artificial intelligence in au-
tonomous vehicles, systems, and driving experiences. In
observations, it is found that there is a lack of safety stan-
dards for autonomous systems, and AI is an important
concept while designing the safety standards for futuristic
autonomous systems. Furthermore, a comparative analysis
of various studies on autonomous systems shows that in-
tegrating two or more advanced technologies (blockchain,
IoT, cloud computing, fog computing, edge computing, and
artificial intelligence) is required to make autonomous
systems a reality. Here, the focus is drawn on how artificial
intelligence monitors the vehicle’s activities and movements.
Intelligent tools are necessary for autonomous vehicle design
and development. In this work, various latest release of tools
and frameworks are analyzed in context of design techniques
and programming languages used. �e operational testing is
essential for effective functionality of AVs. �us, various
testing techniques employed by organizations and re-
searchers are highlighted in this work. �e limitations of
existing testing techniques are also discussed.

14.1. Future Directions. Various important future research
directions in this field are briefly explained as follows
[179–184]:

(i) An intentional attack on the AI system that in-
terferes with its operation may put autonomous
vehicles in danger of being destroyed. Attacks
against stop signs, such as placing stickers on them
to make them more challenging to identify, are two
examples of such attacks. As a result of these

modifications, artificial intelligence may errone-
ously detect objects, resulting in the autonomous
vehicle behaving in a way that puts humans in
danger. �us, there is a need to explore the RFID or
IoT-based solutions that use artificial intelligence to
solve these challenges.

(ii) It is observed that self-driving cars will revolu-
tionize our lives. �ere is a need that legislators
must create legislation that benefits the country’s
economy and socially. Studies examine AVs’ po-
tential to become a “killer app” with dramatic
consequences. AVs will have substantial impacts
over time, even if they are still in development.
�us, there is a need to study the safety precautions
before accepting them in real environments.

(iii) Deep neural networks (DNNs) enable self-driving
cars to learn how to move around their sur-
roundings independently. Human brains are sim-
ilar to DNNs because of this: both learn via trial and
error. �ere is no hard and fast rule regarding
autonomous driving and how many DNNs are
required. �us, there is a need to conduct an in-
depth study in the future.

(iv) A real-autonomous driving on-road environment
requires millions of interactions between vehicles,
people, and devices. To handle such an extensive
infrastructure, there is a need for a high-end in-
frastructure which may be costly. �us, there is a
need to study how artificial intelligence can effi-
ciently utilize the infrastructure for smooth au-
tonomous experiences.

(v) In future, more intelligent tools and software
should be developed to implement better path
planning and object detection in autonomous ve-
hicles. Data communication should be of more
velocity as real-time decisions are to be made.

(vi) In autonomous systems, the machine learning
system monitors machine activity to predict
problems. �e solution reduces unplanned down-
time costs, extends asset life, and increases oper-
ational efficiency.�ere is a need to identify the best
machine learning algorithms and approaches that
monitor a machine or its activities. �is task can be
explored in the future.

(vii) Early diagnosis of vasculature via fundus imaging
may be able to prevent retinopathies such as
glaucoma, hypertension, and diabetes, among
others, from developing [185–187]. �e overall
purpose of this study is to create a new way for
combining the benefits of old template-matching
techniques with those of more current deep
learning methods in order to achieve greater effi-
ciency. A U-shaped fully connected convolutional
neural network is used to train the segmentation of
vessels and backgrounds in pixels of images (U-
net). Likewise, other advanced technologies such as
blockchain and quantum can be explored for AVs
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[188, 189]. �e wireless sensor network is used in
autonomous vehicles for information communi-
cation [190–193].
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With the advent of the Internet of�ings (IoT), human-assistive technologies in healthcare services have reached the peak of their
application in terms of diagnosis and treatment process. �ese devices must be aware of human movements to provide better aid
in clinical applications as well as the user’s daily activities. In this context, real-time gait analysis remains to be key catalyst for
developing intelligent assistive devices. In addition to machine and deep learning algorithms, gait recognition systems have
signi�cantly improved in terms of high accuracy recognition. However, most of the existing models are focused on improving gait
recognition while ignoring the computational overhead that a�ects the accuracy of detection and even remains unsuitable for real-
time implementation. In this research paper, we proposed a hybrid gated recurrent unit (GRU) based on BAT-inspired extreme
convolutional networks (BAT-ECN) for the e�ective recognition of human activities using gait data.�e gait data are collected by
implanting the wearable Internet of �ings (WIoT) devices invasively. �en, a novel GRU and ECN networks are employed to
extract the spatio-temporal features which are then used for classi�cation to realize gait recognition. Extensive and comprehensive
experimentations have been carried out to evaluate the proposed model using real-time datasets and also other benchmarks such
as whuGait and OU-ISIR datasets. To prove the excellence of the proposed learning model, we have compared the model’s
performance with the other existing hybrid models. Results demonstrate that the proposed model has outperformed the other
learning models in terms of high gait classi�cation and less computational overhead.

1. Introduction

In recent years, activity recognition (AR) has witnessed
exponential growth in in di�erent domains such as
healthcare [1], home automation [2], and even criminal
activity detection.�ese methods are adopted aiming both at
improving the quality of living and allowing people to stay
without any support from others [3]. In the health care
system, these AR systems are burgeoning technology mainly
designed to detect the patient’s mobility in rehabilitation
therapy and to monitor physical performance after

undergoing treatment with great expectations of improving
his/her living quality as much as possible.

However, activity data remain more complex, which
paid the way for the open research to design the intelligent
human activity recognition system. Initially, simple binary
sensors are used to design the recognition system [4, 5].
More recently, the Internet of �ings (IoT) has been used to
collect and analyze human activities and gestures [6, 7].
�ese devices are used as wearable devices that can be
continuously used indoors or outdoors while ensuring the
privacy and security of the data.
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Owing to their pervasiveness and embedded sensor
diversity, wearable IoTdevices have been commonly used to
develop AR recognition systems [8–10]. In this develop-
ment, wearable IoT devices have the capability to capture
and process activities and behaviors that are termed as gait
signals. Accelerometers and gyroscopes are considered to be
the most frequently used sensors equipped in WIOTdevices
to capture and transmit the gait sequences that can be used
for further monitoring. %erefore, these devices have
allowed for the extraction of diverse gait information from
the person’s movement that can be used to recognize
physical activities related to health care applications.

Hence, the WIOT devices are considered as most im-
portant data capturing unit in AR systems. %e collected
data are then used to build the effective recognition systems.
Magnificent development in AR systems is done by using the
conventional machine learning algorithms such as Decision
Trees [11–13], the Hidden Markov models [14–16], and
support vector machines (SVMs) [17–19] have been
deployed to achieve the higher rate of recognition. Since
these methods are trapped in lower-dimensional data space,
handling the larger data require the more efficient learning
models to achieve higher performance.

Recently, studies are migrating towards deep learning
algorithms to handle the larger amounts of data in an ef-
fective manner. Deep learning algorithms such as con-
volutional neural networks (CNNs) [20, 21] and recurrent
neural networks (RNNs) [22, 23] play an undisputed role for
developing AR systems. Additionally, the hybrid deep
learning methods [24–26] are also gaining the brighter light
of research in designing AR systems, but these collected gait
data need transformation to influence the deep learning
algorithms to obtain better classification with reduced
computational cost. Hence, the hybrid combination of al-
gorithms is required mandatorily to perform the data
transformation and achieve high performance with low
complexity.

In this context, this paper proposes a new hybrid al-
gorithm, which ensembles the CNN layers with gated re-
current units and BAT-inspired classification networks. %e
user-defined CNN is used to extract the spatial features,
whereas GRU is used to extract the temporal features. %ese
features are then fed to complexity-aware BAT-inspired
classification networks to achieve a better classification of
AR with low complexity overhead.

1.1. Contribution

(1) %is paper focuses on the development of novel
testbeds based on wearable IoT devices for the ef-
fective collection of raw gait data.

(2) %is paper also proposes a methodology for
restructuring the raw data suitable to train the deep
learning algorithms for better performance.

(3) %is paper proposes a hybrid deep learning algo-
rithm for effective feature extraction with less
computational cost and a high gait recognition rate.

(4) Finally, the paper presents the excellence of the
proposed methodology by conducting experiments
using other benchmark datasets and comparing the
performance with other existing deep learning-based
AR systems.

%e rest of the paper is organized as follows: Section 2
presents the related works proposed by more than one
authors.%e data collection unit, data preprocessing, and the
proposed hybrid model are presented in Section 3. %e
dataset descriptions, experimentations, results, findings, and
analysis are presented in Section 4. Finally, the paper is
concluded in Section 5 with future enhancements.

2. Related Works

Abdullah et al. adopted a neural network for diagnosing the
human abnormalities using their walking styles, which are
detected at lower limbs. %ese real-time samples are
extracted through the Levenberg-Marquardt method, and
their artifacts are removed using the Butterworth filters in
order to train the neural network effectively. %e gait data
are observed from 5-subjects at distinct speeds 2.4, 3.2, and
5.4 kmph and in total 45 instances are utilized for evaluation
[27]. %ough the proposed NN achieved better accuracy for
tested data, it is not suitable for dynamic movements, and
the tested data range are very low.

On the HuGaDB dataset, Saleh et al. used the three
supervised machine learning models for human activity
recognition: random forest, Navie Bayes, and IB1 classifiers.
%is HuGaDB contains data on standing, sitting, running,
and walking, which is monitored using accelerometers and
gyroscopes. Random forest outperformed the other two
learning models in terms of classification accuracy while
requiring less setup time [28]. Moon et al. introduced a
multimodel gait identification classifier based on the con-
volutional and recurrent neural networks combined with a
support vector feature extractor [29].

Jiang and Yin used the Short-time Discrete Fourier
Transform (STDFT) to create a time-frequency-spectral
image from time-serial signals in [30]. After that, CNN is
used to process the image in order to recognize basic daily
movements such as walking and standing. Using a mix of
time-frequency-spectral characteristics and CNNs, Laput
and Harrison [31] built a fine-grained hand activity sensing
system. %ey were able to classify 25 atomic hand activities
performed by 12 participants with a 95.2 percent accuracy.
%e spectral properties can be employed not only for
wearable sensor activity recognition but also for activity
recognition without the usage of a device. For learning
modality-specific temporal properties, Ha and Choi [32]
proposed a new CNN structure with distinct 1D CNNs for
different modalities. Other types of CNN variants are being
studied as part of the development of CNNs for efficiently
integrating temporal characteristics.

Shen et al. [33] used the gated CNN to recognize ev-
eryday activities from audio signals and found it to be more
accurate than the naı̈ve CNN. Long et al. used residual
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blocks to create a two-stream CNN structure that can handle
several time scales. On three benchmark datasets, Guo et al.
[34] developed an ensemble technique of numerous deep
LSTM networks that outperformed individual networks.
Aside from RNN structure variations, other researchers
looked into distinct RNN cells. For example, instead of using
LSTM cells, Yao et al. [35] built an RNN using gated re-
current units (GRUs) and used it to activity recognition.
However, some research has found that different types of
RNN cells do not perform significantly better than the
traditional LSTM cell in terms of classification accuracy [36].
Wang et al. [37] used the CNN and an LSTM to create a
classifier that could automatically extract difficult charac-
teristics from sound data and recognize gestures. For dif-
ferent scales of local temporal feature extraction, Xu et al.
[38] used the sophisticated Inception CNN structure,
whereas GRUs were used for efficient global temporal
representations.

To assess more complex temporal hierarchies, Yuta et al.
[39] used a dual-stream ConvLSTM network, with one
stream handling shorter time lengths and the other longer
time lengths. Guo et al. [40] proposed that MLPs be used to
generate a base classifier for each sensory modality, and that
ensemble weights be assigned at the classifier level to in-
corporate all classifiers. %e authors not only evaluated
recognition accuracy while creating the basis classifiers but
also stressed variety by inducing diversity metrics. As a
result, the diversity of different modalities is retained, which
is important for overcoming over-fitting difficulties and
enhancing overall generalization capacity.

3. Proposed System

3.1. System Overview. %e proposed framework has four
main phases, namely: (i) Data collection unit; (ii) Data
preprocessing and filtering; (iii) Spatial and Temporal fea-
ture extraction using the proposed architecture; (iv) Clas-
sification phase. %e block diagram of the proposed
framework is shown in Figure 1.

3.2. Materials and Methods

3.2.1. Data Collection Unit. To collect the experimental data,
29 volunteers with body weights ranging from 25 kg to 64 kg
were selected. %e participants were all healthy without any
neurological disorders and had no physical injuries to their
legs or feet, which may have affect the walking gait phase
detection. With the advancement of Internet of%ings (IoT)
devices, this work used six battery-powered IoT devices to
collect the corresponding inertial information. Figure shows
the placement of the six IoT devices on the participants. To
collect the inertial data from the lower limbs, MICOTT
boards are used as the main IoTdevices, which consist of 8-
BIT NODEMCU as the main CPU interfaced with the 10-
BIT SPI (Serial Peripheral Interface) based MCP3008 analog
channels and ESP8266 WIFI transceivers. ADXL435 three-
axis accelerometers and BMG250 three-axis gyroscopes are
interfaced with MICOTT boards to collect inertial infor-
mation from both limbs of participants. Micropython

programming was deployed in the board to collect data and
transmit them to the cloud.%e series of Li-On batteries with
operating voltage of 3.3 V is used to power up the board and
can be replaced as the batter drains its total power.

During the experimentation, all participants were re-
quired to walk normally on the treadmill at different speed
ranging from 0.66m/s to 1.3m/s for at least 180 s. All the
participants were requested to walk normally for 2 minutes
at each speed.%e experimental data were collected for every
3minutes and the data collected were transmitted to the
cloud for further processing. Besides, to evaluate the ex-
cellence of the proposed algorithm, we have used other
public benchmark datasets such as the whuGait and OU-
ISIR datasets, and details of datasets are discussed in Section
4. Figure 2 presents the data collection procedure used in the
proposed methodology.

3.2.2. Data Preprocessing Process. %e stored data sample in
the cloud contain multiple features from the six IoTdevices,
and each data includes acceleration and angular velocity data
in the X, Y and Z directions. %e sequences of the data
sample are denoted by the following equation:

y � s1, f2, s2, f1, s3, f3 , (1)

where y is the total data sample, s1, s2, and s3 are accel-
erometer data, and f1, f2, and f3 are angular velocity data,
which are stored in cloud. As mentioned in the above
equation, combined data are stored in the cloud, which need
the segmentation and extraction that can be used for the

GAIT DATA COLLECTION

GAIT DATA PREPROCESSING

CNN BASED 
SPATIAL FEATURE 

EXTRACTION

GRU BASED
TEMPORAL FEATURE 

EXTRACTION

BAT INSPIRED EXTREME LEARNING CLASSIFIERS

ACTIVITY RECOGNITION

Figure 1: Block diagram for the proposed methodology.
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better classification. %e data collected in the cloud are
downloaded offline and data preprocessing steps are used for
effective data separation and extraction. To achieve less
computational complexity with high accuracy of segmen-
tation, this paper uses the novel Pearson correlation sliding
window technique [41], which combines the Pearson cor-
relation coefficient [42] and SlidingWindow techniques.%e
value of P plays an important role in the data extraction, in
which different thresholds are used for effective data ex-
traction over a period of time. Figure 3 presents the pre-
processed data after applying the proposed technique.

3.2.3. Proposed the Hybrid Deep Learning Model. As the
analysis of the walking ability of the individual models with
the fused features, we find that the integration of the dif-
ferent learning models can lead to better gait signal rec-
ognition and classification with less complexity. Hence, we
intend to design the hybrid ensemble of the deep and
machine learning models to learn the combined spatio-
temporal feature effectively, which tends to the way of high
accuracy and less computational complexity. %e complete
architecture of the proposed hybrid model is shown in
Figure 4.

3.2.4. CNN-Based Spatial Feature Extraction. %is paper
uses the CNN layers are core spatial feature extractors, which
can act as the input to the dense learning layers, which are
based on the optimized extreme learning machines. First, we
briefly explain the concept of CNN architectures, which act
as the main spatial feature extractor. %e convolutional
neural network (CNN) is a biologically propelled ad-
vancement of the multilayer perceptron (MLP).

As shown in Figure 5, CNN by connecting various
convolution layers and max-pooling tasks. Information is

handled through these profound layers to deliver the ele-
ment maps, which are at last changed into an element vector
by going through an MLP. %is is alluded to as a fully-
connected layer (FC) that performs classification and de-
tection. For an effective spatial feature extractor, this paper
uses six-convolutional layers in which the preprocessed
collected data are given as the inputs. %e CNN layers used
in this paper are presented in Table 1.

%e ReLU function is used as activation function in the
network. To reduce the risk of the gradient vanishing
problem, we used the batch-normalization process right
after the fourth and fifth convolutional layers. %e con-
volutional feature maps for the input x are denoted by using
the following equation:

F � f(x, W1, B1, β(Relu) ), (2)

whereW1 is weight matrix of the layers, b1 is networks’ bias
weights, and β(Relu) is ReLU activation function. We train
the network by initializing the weights randomly with a
learning rate of 0.01 and momentum of 0.9.

3.2.5. GRU-Based Temporal Feature Extraction. %e most
important structure used for the temporal feature extraction
is the GRU module, which receives the data collected from
the IoT-cloud systems. Figure 6 shows the structure of the
GRU network used in the paper.

%eGRU network consists of two gates and is considered
faster than the LSTM and RNN models [43]. Where xt is the
input feature at the current state, yt is the output state, ht is
the output of the module at the current instant, Zt and rt are
update and reset gates, W(t) is weights, and B(t) is bias
weights at current instant. %e mathematical expression for
extracting the feature maps is given in the following
equation:

CLOUD STORAGE 
FOR THE GAITS 

DATA

Fusion of gait signals

Fusion of gait signals

Fusion of gait signals

Figure 2: Data collection system used in the proposed methodology.
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Figure 4: Proposed Architecture for the Hybrid Feature Extraction and Classification layer.
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P � GRU 
n

t�1
xt,ht,zt,rt(W(t), B(t), η(tan nh)) ⎛⎝ ⎞⎠. (3)

3.2.6. Classification Layers. Next, we further propose an
optimized single feed forward network, which uses the
principle of extreme learning machine to train the spatio-
temporal features obtained from the previous layers. In
order to have less computational complexity, this research
work uses the extreme learning network with auto-tuning

property whose optimization is done by the BAT-inspired
principles. %e detailed description of the proposed classi-
fication layer is given as follows:

(1) ELM Decision and Classification layer: ELM is a kind
of neural network that utilizes single hidden layers and
works on the principle of auto-tuning property. ELM ex-
hibits better performance, high speed, and less computa-
tional overhead when compared with the other learning
models such as support vector machines (SVM), bayesian
classifier (BC), K-nearest neighborhood (KNN), and even
Random Forest (RF).

%is kind of neural network utilizes the single hidden
layers, in which the hidden layers do not require the tuning
mandatorily. Compared with the other learning algorithms
such as support vector machines (SVM) and Random Forest
(RF), ELM exhibits better performance, high speed, and less
computational overhead. ELM uses the kernel function to
yield good accuracy for better performance. %e major ad-
vantages of the ELM are minimal training error and better
approximation. Since ELM uses auto-tuning of the weight
biases and nonzero activation functions.%e detailed working
mechanism of the ELM is discussed in [44].%e input features
maps of the ELM are denoted by the following equation:

X � F(F, P), (4)

where X is the fused spatio-temporal features obtained from
the CNN and GRU layers, F is the CNN’s spatial feature and
P is the GRU temporal feature.

%e output ELM function is denoted by the following
equation:

Y(n) � X(n)β � X(n)X
T 1

C
XX

T
 

−1
O. (5)

%e overall training of ELM is given by the following
equation:

S � α 
N

n�1
(Y(n), B(n), W(n))⎛⎝ ⎞⎠, (6)

where X(n) is input fused feature maps, β is temporal matrix,
which is solved by the Moore−Penrose generalized inverse
theorem, denoted by XT, C is constant, and B and W are

Table 1: Parameters of CNN spatial feature extraction.

Sl. No No of convolutional layers Stride length No of layers
1 Conv(2d) -Layer-1 2 3× 3
2 Max-pooling layers-1 2× 2
3 Conv(2d) -Layer-2 2 3× 3
4 Max-pooling layers-2 2× 2
5 Conv(2d) -Layer-3 2 2× 2
6 Max-pooling layers-3 1× 1
7 Conv(2d) -Layer-4 2 2× 2
8 Max-pooling layers-4 1× 1
9 Conv(2d) -Layer-5 2 2× 2
10 Max-pooling layers-5 1× 1
11 Conv(2d) -Layer-6 2 1× 1
12 Max-pooling layers-6 1× 1

H

O

X

ht-1

O

Xt

ht+

X

θ θ

x

x1

tan

X

O

R Z
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Figure 6: GRU network for Temporal Feature Extractor.
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Figure 5: Schematic representation of convolutional neural networks.
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weights and bias factors of the network with the sigmoidal
activation function. %e proposed network is trained with
these features using the sigmoidal activation function. To
resolve the computational problems, this paper adds the
BAT-inspired optimizers to tune the hyper-parameters of
the proposed ELM classifiers.%e workingmechanism of the
BAT-inspired ELM is discussed as follows.

(2) BAT Inspired ELM Layers: this section describes the
working mechanism of the BAT algorithm over ELM layers
to provide better classification.

(3) Bat Algorithm- an Overview: the standard mega- bat
calculation depended on the echolocation or bio-sonar at-
tributes of microbats. In light of the echo cancelation cal-
culations, Yang [45] (2010) built up the bat calculation with
the accompanying three glorified guidelines:

(1) All bats use echolocation to detect separation, and
they likewise “know” the distinction between sus-
tenance/prey and foundation obstructions in some
mystical manner.

(2) Bats look for prey by flying at a random velocity vi at
position xi with a fixed frequency fmin, changing
wavelength λ, and loudness A0. %ey can conse-
quently modify the wavelength (or recurrence) of
their transmitted pulse and alter the rate of pulse
emission r 2 [0, 1], based on the nearness of their
objective.

(3) In spite of the fact that the loudness can fluctuate
from numerous points of view, we expect that the
loudness shifts from an extensive (positive) A0 to a
minimum constant value Amin.

Each bat Motion is associated with the velocity vit and
initial distance xit with the “n” number of iterations in a di-
mensional space or search space. Among all the bats, the best
bat has to be chosen depends on the three rules, which are
stated above. %e updated velocity vit and initial distance xit
using the three rules are given below in the following equation:

fi � fmin ±(fmax − fmin)β,

xit � xit − 1 + vit,
(7)

where β € (0,1) fmin is the minimum frequency� 0 and fmax
is the maximum frequency, which initially depends on the
problem statement. Each bat is initially allocated for the
frequency between the fmin and fmax. Consequently, bat
calculations can be considered as a frequency tuning cal-
culation to give a reasonable blend of investigation and
exploitation. %e emission rates and loudness basically give
mechanism to programmed control and auto-zooming into
the district with promising solutions.

To get a better solution, it is fundamental for the variety of
the loudness and the pulse emission. Since the loudness
normally diminishes once a bat has discovered its prey, while
the rate of pulse emission expands, the loudness can be picked
as any estimation of accommodation, between Amin and
Amax, acceptingAmin� 0 implies that a bat has quite recently
discovered the prey and briefly quit transmitting any stable.

3.2.7. Advantages of Bat Algorithms. %e major advantages
of BAT algorithms are as follows:

(1) High Efficiency than PSO, GA, and other heuristic
algorithms [46]

(2) Faster andmore versatile search space than SGD [47]

Motivated by the advantages of the BAT algorithm, we
proposed the new hybrid integration of the BAT algorithm
and the ELM training network for better gait classification.

3.2.8. BAT-Inspired ELM Layers. As discussed in Section
3.2.4, the simple bat algorithms are used to optimize the
weights of ELM networks. In this case, bat’s prey searching
mechanism is used as the main term to optimize the weights
and hidden layers of ELM. Initially, these hyper parameters
are selected randomly and passed to the ELM training
network. %e fitness function of the proposed network is
given by equation (9). For each iteration, hyper parameters
are calculated by using equations (7) and (8). %e iteration
stops when the fitness function matches equation (9).

Fitness Function � Max(Accuracy, Precison,REcall, Specificty&F1 − Score). (8)

Once the inputs weights are optimized by the BAT al-
gorithm, the proposed classification layer classifies the gait
activities with high speed and less computation.%e working
mechanism of the proposed classification layers is presented
in Algorithm 1. %e training network uses 30 epochs, batch
size of 40 with 150 hidden layers and 0.001 learning rate.

4. Section -IV

4.1. Experimentation and Evaluation Metrics. Table 2
presents the experimental parameters used for training
the proposed network. Furthermore, we have calculated the

performance metrics such as accuracy, precision, recall,
specificity, and F1-score using different datasets. Addi-
tionally, we have calculated the AUC (Area under ROC)
and confusion matrix to prove the superiority of the
proposed model. %e mathematical expression used for
calculating the performance metrics is presented in Table 3.
Higher scores of the metrics indicate better performances.
To solve the network’s overfitting problem and improve the
generalization problem, the early stopping method [48] is
used in the paper. %is method can be used to end the
proposed network training when the validation perfor-
mance shows no improvement for N consecutive times.%e
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complete model was developed using open source Ten-
sorFlow version 2.1.0 with Keras as backend and imple-
mented on a PC workstation with Intel Xeon CPU,
NVIDIA Titan GPU, 16GB RAM, and 3.5 GHZ operating
frequency.

4.2. Performance Evaluation of the Proposed Model Using the
Different Datasets. In this part, we conducted experiments
using real-time and benchmark datasets. We have calculated
ROC and confusion matrix of the proposed network model
using different datasets.

Figure 7 shows the ROC curves of the proposed model
using different gait datasets. It is obvious that the proposed
model has shown the 0.9880 AUC for raw data collected,
0.980 AUC for whuGait, and 0.9780 AUC for OU-ISIR
datasets. %e proposed network has shown constant per-
formance for real-time datasets and public datasets also.
Figure 8-shows the confusion matrix of the proposed model
using different dataset. Figure 8 shows the confusion matrix
of the proposed model under datasets. It is evident that from

Figure 7, the proposed model maintains the uniform per-
formance even with different datasets. %e performance
metrics of the proposed algorithm with the different datasets
have been depicted in Table 4. From Table 4, it is found that
the proposed network has exhibited higher performance
using real-time datasets and whuGait datasets. It is also
found that the proposed model has shown slight edge of
peak performance when handling the OU-ISIR datasets.

4.3. Comparative Analysis of the Proposed Model with the
Other Existing Models. To prove the superiority of the al-
gorithm, performance of the proposed model is calculated
and evaluated against the existing the hybrid deep learning
algorithms such as TL-LSTM [49], 2D-CNN-LSTM [50],
DCLSTM [51], Q-BTDNN [52], ATTENTION+CNN [53],
CNN+GRU [54], and CNN+SVM [55].

Table 2: Training Parameters used for the Proposed Hybrid Model.

Sl. no Detailed parameters Specifications
01 No of Epochs 200
02 Batch Size 100
03 Learning Rate 0.0001
04 Training data 70
05 Testing data 30

(1) Input�Bias weights, Hidden layers, Epochs, Learning Rate
(2) Output: Gaits/Human Activity Recognition
(3) Randomly assign the bias weights, hidden layers, epochs, learning rate
(4) Initialize the Loudness, Frequency, Distance, No of bats and Velocity
(5) While (true)
(6) Calculate the ELM ‘s output using (5)
(7) Calculate the Fitness function using equation (9)
(8) For t� 1 to Max_iteration
(9) Assign the bias weights and input layers by (6) and (7)
(10) Calculate the fitness function using equation (9)
(11) If (Fitness function� �Maximum Accuracy)
(12) Go to Step 17
(13) Else
(14) Go to Step 8
(15) End
(16) End
(17) If (output value≤ 1)
(18) / Normal Activity is determined
(19) Else if (output value≤ 2&& output value> 1)
(20) / Activity-2 is determined
(21) Else if (output value≤ 3&& output value> 2)
(22) / Activity-3 is determined
(23) Else
(26) Go to step 8
(27) End
(28) End
(29) End

ALGORITHM 1: Pseudo Code for the Proposed Optimized ELM layers.

Table 3: Mathematical expressions for the performance metrics’
calculation.

Sl.
no

Performance
metrics Mathematical expression

01 Accuracy (TP + TN)/(TP + TN + FP + FN)

02 Recall TP/(TP + FN) × 100
03 Specificity TN/(TN + FP)

04 Precision TN/(TP + FP)

05 F1-Score 2.((Precison∗Recall)/(Precision + Recall))
TP is True Positive Values, TN is True Negative Values, FP is False Positive
and FN is False negative values.
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Figure 7: Continued.
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Figure 7: ROC curves of the proposedmethodology. (a) Real timeDatasets; (b) Dataset-1(whuGait); (c) Dataset-2; (d) Dataset-3; (e) Dataset-4;
(f) OU-ISIR datasets.
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Figure 8: Continued.
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Figures 9–14 show the performance of the different
hybrid learning models using the IoT-based real-time
datasets. It is found that the proposed hybrid model and
CNN+GRU have exhibited the same performance in AR
detection systems. But still, the proposed model has shown
little edge over the CNN+GRU learning model and out-
performs the other learning models in the detection of gaits.
Figures show the comparative analysis of the different
learning models using whuGait datasets. %e proposed
model has shown greater performance than the other
existing learning models. %e performance of the different

learning models using OU-ISIR datasets are shown in
Figures 9–14. From Figures 9–14, it is clear that the inclusion
of the BAT-inspired ELM models along with spatio-tem-
poral feature extraction has shown its excellence over the
other learning models. From the above experiments, it is
clear that the proposed model has shown the better AR rate
even with multiple datasets.

4.4. Computational Complexity. %e computational com-
plexity of the proposed technique is represented by big-o-

Label Recognition of Activity Non -recognition of 
Activity

Recognition of 
Activity 98.9% 1.2%

Non -
recognition of 

Activity
1.3% 98.7%

(f )

Figure 8: Confusion matrix for the Proposed Hybrid Model. (a) Real time Datasets; (b) Dataset-1(whuGait); (c) Dataset-2; (d) Dataset-3;
(e) Dataset-4; (f ) OU-ISIR datasets.

Table 4: Performance metrics of the proposed model using different datasets.

Datasets
Performance metrics

Accuracy Precision Recall Specificity F1-score
Real-time Datasets 0.989 0.987 0.986 0.989 0.9902
Datasets-1 0.9889 0.985 0.984 0.978 0.983
Dataset-2 0.9890 0.9856 0.989 0.9902 0.989
Dataset-3 0.9890 0.9879 0.990 0.9901 0.992
Dataset-4 0.9891 0.9890 0.990 0.99 0.988
OU-ISIR datasets 0.990 0.989 0.982 0.992 0.990
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Figure 9: Performance analysis of the different hybrid models using real-time datasets.
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notations.%e different CNN algorithms used for evaluation
and complexity analysis are presented in Table 5. %e
mathematical expressions for calculating the computational

complexity using Big-O-Notation are given by the following
equation:

TimeComplexity � O(Convolutaional layers∗ Pooling Layers∗TrainingNetworks). (9)
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Figure 10: Performance analysis of the different hybrid models using WhuGait Dataset-1.
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Figure 11: Performance analysis of the different hybrid models using WhuGait Dataset-2.
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Figure 12: Performance analysis of the different hybrid models using WhuGait Dataset-3.
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From Table 5, it is found that BAT optimized classifi-
cation layer has produced less computational complexity,
which is even 10% lesser than the other existing algorithms.

5. Section -V

5.1.Conclusion andFuture Scope. In this paper, a novel GRU
fused CNN feature extractor with the BAT-inspired clas-
sification layer is formed for better recognition of human

gaits that can be used for health care applications. %e real-
time datasets were collected using the wearable IoT(W-IoT)
devices and stored in the cloud for further monitoring and
processing. For an efficient classification, these data were
restructured using the Pearson correlated sliding windowing
method. %en, these restructured data are fed into the two
layers of the deep learning model one is user-defined CNN,
which is used to extract the spatial features and the other is
GRU, which is used to extract the temporal features. Finally,
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Figure 13: Performance analysis of the different hybrid models using WhuGait Dataset-4.
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Figure 14: Performance analysis of the different hybrid models using OU-ISIR datasets.

Table 5: Computational complexity analysis between the hybrid and proposed model.

Algorithm Details No. of layers required Big-O-Notations
CNN (without
Optimization) No. of Convolutional layers� 6 No. of Polling layers� 06 No. of training layers� k O (n6, n6, nk)

2DCNN-LSTM No. of Convolutional layers� 05 No. of Polling layers� 05 No. of training layers� k+ 3 O (n5, n5, nk + 3)
CNN-SVM No. of Convolutional layers� 06 No. of Polling layers� 06 No. of training layers� k+ 5 O (n6, n6, nk + 5)
CNN+GRU No. of Convolutional layers� 06 No. of Polling layers� 06 No. of training layers� k+ 6 O (n6, n6, nk + 6)

Attention CNN No. of Convolutional layers� 06 No. of Polling layers� 06 No. of training
layers� k+ 10 O (n6, n6, nk + 10)

Proposed architecture No. of Convolutional layers� 06 No. of Polling layers� 06 No. of training layers� k− 5 O (n5, n5, nk− 5)
∗k�Maximum Number of required Training Layers.
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these spatio-temporal features are then feed into the pro-
posed BAT-inspired optimized classifiers to have better gait
recognition. %e extensive experimentation is carried out
using the real-time datasets along with the public datasets
such as whuGait and OU-ISIR benchmarks. Results dem-
onstrated the proposed model has shown better recognition
rate and less computational cost than the other existing
hybrid learning models.

For future work, we would further implement the
proposed gait recognition system over the limited
hardware resource even on a smartphone. Besides,
performance metrics, other parameters such as energy
consumption, resource constraint parameters, and
computing capability also to be considered for better
implementation in real-world scenarios. Furthermore,
our gait recognition model can extend its application
toward the human behaviors prediction, which can play
a vital role in psychology and crime investigation
domains.
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�e classroom learning environment facilitates human tutors to interact with every learner and get the opportunity to understand
the learner’s psychology and then provide learning material (access learner prior knowledge and well align the learningmaterial as
per learner requirement) to them accordingly. Implementing this cognitive intelligence in intelligent tutoring system is quite
tricky. �is research has focused on mimicking human tutor cognitive intelligence in the computer-aided system of offering an
exclusive curriculum to the learners. �e prime focus of this research article is to evaluate the proposed SeisTutor using
Kirkpatrick’s four-phase evaluation model. Experimental results depicting the enhanced learning gain through intelligence
incorporated SeisTutor as against the intelligence absence are demonstrated.

1. Introduction

Understanding “Seismic Interpretation” has been consid-
ered as important and valuable for petroleum exploration
because it provides a sophisticated way of delineating the
Earth’s subsurface (in the form of seismic snap), under-
standing the seismic snaps, and then concluding the pres-
ence of hydrocarbon or not. �is technique can be applied
again and again while capturing, analyzing, interpreting, and
predicting the presence of hydrocarbon amassing [1].

�e interpretation of seismic snaps is a challenging task
for a seismologist. Seismologists utilize their expertise to
interpret seismic images. However, one possibility is that
different geologists interpret the same seismic snap differ-
ently during interpretation.�is vagueness is due to a lack of
thumb rules—the interpretation expertise gained by expe-
rience over past years. �us, novice geologists in this field
took many years to gain these expertises. It will be para-
mount for them if these skills are offered to them at the
beginning of their interpretation career. To accomplish this,

exploratory learning would be the best strategy for learning.
In this learning, an individual has control over the learning
process. It means the learner chooses his/her topics, level of
difficulty, learning pace, and so forth [2]. To effectively meet
this learner-centric requirement, an intelligent tutoring
system can offer personalized learning experiences to
learners. Intelligent tutoring system (ITS) is an artificial
intelligence (AI) technique that provides the learner ex-
clusive learning material, aligned and gathered as per learner
grasping ability and preferred media of learning.

SeisTutor has been developed for learning “Seismic Data
Interpretation” as a subject domain of this research. �is
research aims to provide pastoral care to learners by cost-
effectively offering one-to-one, customized learning mate-
rial. SeisTutor delivers a personalized learning environment.
It brings personalization in identifying tutoring strategy
(based on pretest (learning style test and domain knowledge
test)), exclusive curriculum design, and observation of
learner psychological state of mind during learning sessions.
�e feature of personalization is built on many aspects, such
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as accuracy of predicting tutoring strategy (based on pre-
test), curriculum design, and psychological parameters. �e
only technique to determine the performance of the per-
sonalization facility of SeisTutor is to appraise the system in
actual circumstances (learners who are learning the course
material). Appraise acts as a critical element for quality
assurance because it enables the learner to give their valuable
feedback on learning experience and on learning content,
which further helps to understand the learner perspective
and makes the learning better.

�e evaluation of SeisTutor was accompanied in the
2018–2019 academic year. �e objective of the assessment is
to examine how effectively SeisTutor personalized itself to
fulfill the learner’s needs and whether SeisTutor helps en-
hance the learning gain for learning the “Seismic Data In-
terpretation” domain. To accomplish this, the following
program is outlined:

(1) Perform schematic literature review on how to
evaluate the efficacy of learning.

(2) Generate an assessment for determining the effec-
tiveness of learning.

(3) Perform analysis to identify how efficiently learners
learn with SeisTutor.

�is article is organized into five sections. It begins with a
schematic literature review on evaluation on learning with
ITS (Section 2). Further, Section 3 introduces the archi-
tecture of SeisTutor in detail, which includes the general
description and mathematical justification of its function-
alities. Section 4 illustrates the experimental analysis per-
formed to evaluate the effectiveness of SeisTutor
systematically. Section 5 elaborates the comparative analysis
with current work, and, in Section 6, we finally conclude the
paper with the implication of this work.

2. Background and Preliminaries

Evaluating and validating an ITS is a challenging task due to
the lack of standard agreement and procedure.

�e primarily used prototype for evaluating the training
program of ITS is the prototype established by Donald
Kirkpatrick [3–6]. Many researchers have revised this
prototype, but its basic architecture is still the same [7].

Kirkpatrick’s prototype comprises four stages of evalu-
ation shown in Figure 1 and briefly discussed in Figure 2.

Computing results is the best way to quantify the effec-
tiveness of any learning program, but it is challenging to
conduct. McEvoy and Buller [13] put a statement regarding
evaluation that not all learning programs focus on impacting
the learning performance of a learner; instead, they can
perform for a purpose. Other researchers used the Kirkpatrick
model as a base model. Philips [14] introduced the fifth level
on Kirkpatrick model named Return of Investment (ROI),
used to measure the effectiveness of learning or investment.

�e authors in [15] considered Kirkpatrick’s model as a
base model for measuring the effectiveness of a learning
program.�eir suggestion is to set the initial objective (from
the learning program) and then monitor the fulfillment of

objectives after the learning program. References [16, 17]
disapproved Kirkpatrick’s model by giving the following
reason:

(i) Offline Test (Written Test) lacks validity and reli-
ability in quantifying knowledge, skill, and attitude
(KSA).

(ii) 100% response rate is idealistic.
(iii) Control groups are not feasible in the learning

program context.

Furthermore, educational organizations have recom-
mended considering the merits and demerits of various
evaluation prototypes and methodologies to build an or-
ganizational-specific evaluation prototype that fulfills their
requirements [18]. In addition to this, it has been suggested
that the evaluation prototype emphasizes both education
processes and their outcomes [19]. Valid, reliable, inex-
pensive, and acceptable are the features of an ideal evalu-
ation prototype. Moreover, the evaluation prototype may
encompass quantitative, objective, subjective, and qualita-
tive methods. �us, evaluation results are advantageous for
determining the learning attainments of the learning pro-
gram [17, 20, 21].

�e conclusion drawn from the literature recommends
that the learning program include three levels of Kirkpa-
trick’s prototype. Kirkpatrick level 3 and level 4 are very
challenging to observe in an educational learning program
[22] because while level 1 and level 2 can be quantified
during an ongoing learning session, level 3 and level 4 re-
quire postassessment analysis. Level 4 needs the rigorous
observation of the inference of the learning program. For
evaluation, there is no articulated framework. As per [23],
continuous feedback and instruction help the learner to
achieve best in learning skills Storch and Tapper [24]; Polio
et al. [25] Elliot and Klobucar [26]; Aryadoust et al. [27].

3. SeisTutor Functionality

�is section illustrates the SeisTutor architecture and briefly
discusses functionality incorporated in SeisTutor. SeisTutor

Stage 4:
Evaluation
of Results

Stage 1:
Evaluation
of Reaction

Stage 3:
Evaluation

of Behaviour

Stage 2:
Evaluation
of Learning

Figure 1: Kirkpatrick’s four stages of evaluation.
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is an ITS explicitly designed for the “Seismic Data Inter-
pretation” subject domain. SeisTutor recommends learning
contents as per learner performance in pretest (prior
knowledge assessment test). In addition, SeisTutor keeps
track of the learner’s behavior (psychological state) during
the entire learning session and conducts a test to determine
the degree of understanding of the topic. SeisTutor is
adaptive, that is, content and link-level. Adaptive content
level indicates that the learners with different performance in
pretest (prior knowledge test) get different learning material.
Before indulging learners in the learning session, SeisTutor
enables learners to go through a pretest. �ere are two kinds
of assessments performed in pretest: a learning style test and
a prior knowledge test. �e current focus of this research is
on the prior knowledge test. SeisTutor observes the learner’s
performance during the tests and aligns the learning ma-
terial accordingly.

For link elimination, ideally, the curriculum covers all
the links of subtopics to learn; however, the links eliminated
are not in the determined curriculum for the learner.
SeisTutor continually observes and stores the learner’s ac-
tion, performance, and behavior. �is information is further
utilized for making intelligent strategic plans for recom-
mendation and evaluation work.

4. SeisTutor Architecture

SeisTutor follows all the guidelines for implementing an
intelligent tutoring system. �e critical functional model of
an ITS is the domain model, learner model, pedagogy
model, and learner interface. SeisTutor architecture com-
prises learner model, pedagogy model, domain model, and
learner interface (architecture paper). �e following sub-
section briefly illustrates the various components involved
in SeisTutor.

4.1. Domain Model. �e domain model is described as the
cluster of concepts. Here concept terminologies indicate the
single topic. Other terminologies are used in the different
research papers, such as knowledge element, object, learning
outcome, and attribute. In the current context, concepts
possess a prerequisite relationship to each other. Each
concept is further segregated into learning units. SeisTutor
utilizes unit variant technologies to attain content-level
adaptation. Content-level adaptation indicates that the
system has alternative units and recommends the learning
units based on learner grasping and learning style.

4.2. Pedagogy Model. �e pedagogical model consists of
various rules and logic that build a knowledge infrastructure
essential for adapting the learning materials as per the
learner’s.

Curriculum planner: �e planner generates a curricu-
lum as a sequence of learning units to be covered
during the learning session [28].
Learning assessment: Learning assessment is the process
of determining the learner’s learning process. �e ac-
curacy of this adjudging model acts as a critical factor
that affects the adaptation practice.
Understanding assessment: Understanding assessment
identifies the learner’s degree of understanding of the
concept. SeisTutor makes any decision by referring to
all the models like determining the curriculum for the
learner and offering the learning content as per learner
grasping level and learning style.

4.3. LearnerModel. �e learner model captures the learner’s
activity during the learning session and stores and updates
the learner’s information for making the decision. �is

Evaluation of 
Reaction

• Evaluation of reaction indicates how far the learner liked the learning
contents during learning session Reaction includes feeling (psychological
reaction or emotion) which is different from quantifying how it learned
during learning session. There are various methods to measure learner’s
reaction. One popular method is open end questionnaire. Although this
method is easy to gather information from the learner but does not conclude
any useful information regarding the training process (Kirkpatrick &
Kirkpatrick 2005).

Evaluation of 
Learning

• Evaluation of learning indicates the how efficiently learner grasped the
learning content presented during learning session. This information is quite
difficult to measure as compare to the reactions. The learner’s, learning can
be measured by objective and quantitative manners. (Endres and Kleiner
(1990)) conclude that, Pre-tests and Post-tests is consider as compulsory
while computing the overall learning (Knowles et al. 1998; Ehlers &
Schneckenberg 2010.

Evaluation of 
Behaviour

• Evaluation of behaviour indicates how efficiently learner apply the learning
in real time practice. To measure this kind of behaviour is quite difficult.
The only way of measuring this is to collect feedbacks from learners and
their teachers.

Evaluation of 
Results

• Evaluation of results indicates the overall impact of learning session over
learner (Kirkpatrick & Kirkpatrick 2007).

Figure 2: Brief illustration of Kirkpatrick’s four stages of evaluation [8–12].
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information is fruitful for the system to adapt based on
learner characteristics (grasping level and learning style).
SeisTutor captures three characteristics of a learner.

Learner demographic information: Learner demo-
graphic information includes learner’s basic details, such
as name, learner username, and e-mail id. �is infor-
mation is used to create the learner profile and collected
when the first-time learner signs up with SeisTutor.
Psychological state: It recognizes the learner’s emotions
during the tutoring session. Recognizing the psycho-
logical state of mind is essential because it helps de-
termine how far the learner liked the learning contents
during the learning session. SeisTutor determines six
emotions, that is, happy, sad, neutral, surprised, afraid,
and angry.

�is psychological state recognition module gets trig-
gered as soon as the learner starts the learning session, as
shown in Figure 3. Initially, participants belong to both
studies and undergo the initial assessment phase (pretest);
after pretest, their learner profile and learning style are
determined. �e I2A2 learning style prototype is utilized to
ascertain the learning style. Based on the tutoring strategy
(study 2 and study 1) and course coverage plan, the learner
and pedagogy model determine the relevant learning mode
(study 1) and represent the learning contents delivered using
the learner interface. �us, SeisTutor examines the partic-
ipant’s attainment in pretest and predicts the individualized
tutoring strategy (study 2 and study 1) and custom-tailored
curriculum for the applicants (study 1).

As illustrated in Figure 4, the CNN-based emotion
recognition module is instantiated as soon as the learner
begins the learning session. �is emotion recognition
module takes the snap of the learner via webcam, which acts
as an input to the CNN-based emotion recognition module.
�is module determines the learner’s psychological (emo-
tion) state, which is gauged for future analysis (phase 1:
evaluation of reaction). �e gathering psychological (emo-
tion) state is repeated until the learner completes all the
learning contents (topics) associated with all the weeks.

4.4. Min-Max Normalization. �e learner classification
parameters (prior knowledge test (0–5), postassessment test
(0–5), learning gain (0–5), and learner emotion (0–100)) of
each learner were used and normalized using the method
called Min-Max. It converts a value of
Y � y1, y2, y3, . . . , yn  and converges in the range of [A, B].
�e formula for score standardization is specified below,
where A is the lowest range and B is the highest range. In our
case [A, B] is [0, 10];

Z �
yi − LowestvalueinY

HighestvalueinY − LowestvalueinY
 ∗ (B − A) + A.

(1)

Learner performance evaluates the learner’s perfor-
mance by quantifying the learner’s learning by organizing
quizzes and tests.

4.5. Quiz and Understanding Test Representation. Learner
performance has been quantified based on one parameter,
that is, the number of correct responses. As soon as the
learner finishes the learning content of each week, he or she
has to give a quiz and understanding test. One quiz is as-
sociated with every week (shown in Figure 5). Each quiz
contains five questions, and each question contains only one
hint. Hints appear to the learner based on the learner’s
request to seek help to solve the question. SeisTutor asks the
learner to summarize the learned concepts in understanding
the test. Based on the user entered information, dictionary-
based sentimental analysis is performed. �e result gives a
score out of 100, which tells the learner’s overall under-
standing of the concepts.

To determine the overall learning gain, SeisTutor has
pretest and posttest assessment scores. �e average learning
gain is computed (using the following equation):

Learning Gain � PostTest_ScoreL−PreTest_ScoreL( . (2)

4.5.1. Learning History. It keeps track of the learner’s ac-
tivity, such as login time and total time spent, and its in-
teraction details during the entire tutoring sessions.

SeisTutor utilizes this information to make necessary
action which further helps to make the whole learning
process effective.

To start tutoring with SeisTutor, the learner needs to
register himself/herself first (see Figure 6). After registration,
SeisTutor creates a learner account and instructs the learner
to give a pretest. Pretest comprises two tests:

(1) Prior knowledge test
(2) Learning style test

4.6. Prior Knowledge Test. �e prior knowledge test is the
preliminary test used to identify the domain’s elementary
knowledge to know the learner’s initial learning level. �is
test is responsible for analyzing the learner’s knowledge
about the domain. �e domain model examined the test
result and categorized the learners into three learning
profiles, that is, “beginner, intermediate, and expert” (see
Figure 7). A further outcome of this result is also responsible
for determining the curriculum, which is exclusively

(I2A2 Model)
Learning Style Test

Q1, Q2… Q18

Adjudge Learning Style

Quantify
Score

Figure 3: Flow of learning style test (LST) questionnaire.
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designed for the learner. �is test comprises twenty ques-
tions, and all the questions are verified by the domain expert
of Seismic Data Interpretation.

4.7. Learning Style Test. �is test is responsible for deter-
mining preferred media for learning. �e research has

noticed that learner performance is gradually increased if
learning material is provided as per preferred learning media
(see Figure 3). �us, this test analyzes the learner-preferred
media. �e learner model examines the test result and
categorizes the learners into four learning styles, that is,
“Imagistic, Acoustic, Intuitive, and Active.”

Pre-test

Prior-Knowledge Test Learning Style Test
TS1
TS2

TS12

TS3
..
.
.

Begin Learning Session

Week 1 Week 2 Week 3 Week 4

Webcam Initiated

Take Snap

CNN based Emotion
Recognition Module

Angry Disgust Fear Happy Sad Surprise Neutral

Save

No

After Every 30 Sec

Is Week-Wise Learning Over?

Yes

STOP Capturing Emotion

Quiz Test Understanding Test

Is All Week Learning Complete?
No

Yes

Post Assessment Phase

Learning
gain

Total time
spend

Emotion
Recognition 

Question
Attempt

Number of
session

Understanding
Test 

Number of
Hint Taken

Feedback

Adjudge Emotion

Tutoring Strategy

Figure 4: Flow diagram of CNN-based emotion recognition module.
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Based on these two tests, the pedagogymodel determines
the tutoring strategy (the result of learning profile and
learning style). A tutoring session then begins with the
determined tutoring strategy. As soon as learning begins,
psychological features get triggered, capturing learner
emotions and saving the results in the database for future
reference. After completion of every week, the learner is
tested. Based on the test result, learner performance and
degree of understanding are computed.

5. Results and Discussions

After tutoring, posttutoring assessments of learners are
performed by SeisTutor (see Figure 8). �is section depicts
the analysis used to determine the impact of study 2’s
learning methods with SeisTutor. It exercises learning
practices with features like personalized curriculum design
and recognition of the psychological state of the learner
during the learning process, and learner’s degree of un-
derstanding of taught concepts is characterized as study 2.
When it is not practiced, it is characterized as study 1. An
experimental comparison of both study groups is tabulated

(Table 1). �ese variances help to identify the discrepancy in
the learning experiences.

5.1. Experimental Design and Methodology. �e SeisTutor
evaluation is the fundamental piece of the development of
this framework. In order to quantify the adequacy and ef-
fectiveness of SeisTutor, assessment tests have been con-
ducted. SeisTutor has been tested on a selected population of
students, teachers, and both (teachers and students) from an
anonymous university. A total of 60 learners volunteered in
the evaluation process. Based on their compliance in the
participation, a compliance agreement form was issued
which demonstrates essential details related to the assess-
ment process. It is a requisite for each applicant to give their
approval for participation in the assessment process. Ap-
plicants were haphazardly assigned one of the groups. 32
applicants were in study 1, and the remaining were in study
2.

Out of 60 learners, 30% are learners pursuing gradua-
tion, 17% are graduates, 35% are postgraduates, and the
rest’s minimum qualification is doctorate (Ph.D.).

Prior Knowledge 
Test

(Q1, Q2… Q20)

AdjudgeGrasping
Level of Learner

Quantify
Score

Recommend Personalized 
Curriculum to learner

Figure 7: Flow of domain knowledge test (DKT).

Pretest

Prior Knowledge 
Test

Learning Style 
Test

Prior Knowledge 
Score

Quantify
score Learning 

Style Test
Score

Tutoring 
Strategy and 
Personalized 
curriculum

Figure 6: Flow diagram of learner characteristics model.

Quiz

Quiz 1 (Week 1) and Week 1 Understanding Test

Quiz 2 (Week 2) and Week 2 Understanding Test

Quiz 3 (Week 3) and Week 3 Understanding Test

Quiz 4 (Week 4) and Week 4 Understanding Test

Figure 5: Quiz and understanding test representation.
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12% of learners were in the 18–20 age group, 18% of
learners were in the 20–22 and 22–24 age groups, 5% of
learners were in the 24–28 age group, 12% of learners were in
the 28–32 age group, 22% of learners were in the 32–34, and
the rest were in the above 34 age group (shown in Table 2).
SeisTutor is explicitly created for the “Seismic Data Inter-
pretation” domain. As a result, it is intended to be used by
participants or learners belonging to the petroleum engi-
neering and exploration domain. �us, to quantify the ef-
fectiveness of SeisTutor, undergraduate learner (B.Tech/B.E.
Petroleum Engineering), teacher (Petroleum Engineering
Dept.), and others (government exploration industry) are
taken into consideration (see Table 2).

�e learners underwent a pretest as soon as they got
registered with SeisTutor. �eir learning style and grasping
level (learning level) were adjudged as 28 learners as
mentioned above were in study 2. Based on their responses
in the pretest, the custom-tailored curriculum is determined,
which is realigned and reorganized from the domain
(content) capsule. SeisTutor examines every learner involved
in study 2, identifies their psychological state (emotions)
during the learning session, and quantifies the degree of
understanding about the concepts. �e remaining learners
in study 1 follow the standard curriculum for learning, that
is, contents in the same sequence (irrespective of their prior
knowledge about the domain). �us, all the learners follow
the same learning path. �e point to underline is that their
pretest performance is not used for exclusive learning path
recommendations. �e learning session begins week-wise
for both the study groups and subsequent postassessment
tests.

5.2. Data Preparation. Before analysis, obtained data un-
derwent data screening phase. In this phase, the elimination
of missing values and data normalization is performed. For
deducing conclusion about the effectiveness of learning
through SeisTutor, learner’s performances, that is, prior
knowledge test (pretest), understanding test, psychological
state results, and quiz test (posttest) during learning, are
taken into consideration. SPSS version 25 was used for
accomplished analysis.

5.3. Result Discussion. �e evaluation of SeisTutor is per-
formed using the Kirkpatrick evaluation model. As dis-
cussed in Section 2, the Kirkpatrick evaluation prototype
comprises four phases shown in Figures 1 and 2. Table 3
describes the statistical methods and performance metrics
used in the four levels of evaluation.

5.4. Kirkpatrick Phase 1: Evaluation of Reaction.
Evaluation of reaction as its name indicates is the evaluation
of the reaction (emotion) of the learner during learning or
how far the learner likes the learning content and teaching
process, that is, pedagogy. SeisTutor incorporates an emo-
tion recognition module and an open-end questionnaire
(learner feedback).

�e Min-Max normalization is utilized to maintain the
uniformity, which converges the original values in the scope
of [0–10].

As mentioned in Table 1, the psychological state of the
learner is determined only for the applicants involved in
study 1. �us, their descriptive states are shown in Table 4.

Table 1: Feature of study 1 and study 2 evaluation groups.

Study 2 Study 1

Personalized tutoring
contents

Offer learning content (similar curriculum)
based on tutoring strategy

Offer personalized learning content (different curriculum) based
on determined prior knowledge level and tutoring strategy

[29, 30]
Psychological state
tracking

Psychological state of the learner is not
tracked during ongoing learning session

Determine psychological state of the learner during ongoing
learning session

Degree of understanding
computation

Learner’s understanding about the concept
is not adjudged Quantify learner’s understanding about the concept

Pre-Test

Prior
Knowledge

Test

Learning Style
Test

Tutoring
Strategy

Personalized
Curriculum

Learning with SeisTutor
(Study 2)

Learning with SeisTutor
(Study 1)

Post Learning
Assessments

Psychological
State

Learner
Understanding

Figure 8: Flow of accomplishing the evaluation process.
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From the stats shown in Table 4, the average mean score
percentage among 28 applicants is 44% for emotion happy,
40% for emotion neutral, 36% for emotion angry, 32% for
emotion surprised, 30% for emotion afraid, and 24% for
emotion sad. �us, one can deduce with confidence that, on
average, learners are happy with the learning content and
teaching process, that is, pedagogy.

5.5. Kirkpatrick Phase 2: Evaluation of Learning.
Evaluation of learning, as its name indicates, is the evalu-
ation of how effectively learners grasp the learning content.
SeisTutor conducts a small quiz and degree of the under-
standing test to adjudge the learner’s overall learning.

�e average learning gain of applicants involved in study
1 is 22% and in study 2 it is 12%. �us, it is concluded that if
learning material is offered as per the learner’s inclination
with an exclusively designed curriculum based on the
learner’s prior knowledge, then the proposed SeisTutor
succeeds in enhancing the learner curiosity and interest,
which indirectly enhances the overall learning gain (see
Table 5 and Figure 9).

�ese tests were performed on learning gain and degree
of understanding of study 1 through SeisTutor. Table 4 il-
lustrates the progressive learning gain of 22% discovered
among learners, those applicants who participated in study 1
of SeisTutor. Furthermore, this information (statistical) is
used in analysis, that is, bivariate Pearson correlation.

Understanding tests were designed and conducted only
for study 1 because it strongly proves the effectiveness of
learning gain achieved by intelligent feature incorporated
SeisTutor. Here, the correlation of learning gain with itself is

Table 3: Statistical and performance metrics considered for four-phase evaluation.

Kirkpatrick levels Statistical methods Performance metrics
Level 1: evaluation of reaction Average mean score analysis Emotion parameter

Level 2: evaluation of learning Average mean score analysis Learning gain
Bivariate Pearson correlation Degree of understanding

Level 3: evaluation of behavior Average mean score analysis
(learner feedback)

Effectiveness
Overall satisfaction

Adaptation & personalization
Satisfaction level on custom-tailored

curriculum sequencing recommendation module
Level 4: evaluation of results Paired-wise sample t-test (hypothesis analysis) Pretest and posttest scores

Table 4: Descriptive statistics of psychological parameter of learner
for study 1.

Emotions Mean (/10) Std. deviation Mean (%)
Happy 4.4174 29.6357 44
Sad 2.4272 24.9175 24
Surprised 3.2275 28.2939 32
Afraid 3.0612 26.8571 30
Angry 3.6728 26.1069 36
Neutral 4.0389 26.6193 40

Table 2: Learner demographic characteristics.

Demographic characteristics

Characteristic N� 60
Frequency Percentage (%)

Gender Male 35 58
Female 25 42

Age

(18–20) 7 12
(20–22) 11 18
(22–24) 11 18
(24–28) 3 5
(28–32) 7 12
(32–34) 13 22
(>34) 8 13

Qualification

Diploma 0 0
High and secondary school 18 30

Graduation 10 17
PG 21 35

Ph.D. 11 18

Occupation

Student 18 30
Teacher 11 18

Both (student and teacher) 19 32
Others 12 20

8 Computational Intelligence and Neuroscience



one because a variable or parameter is perfectly interrelated.
�e Pearson correlation of learning gain with degree of
understanding is 0.484, and the two-tailed significance, that
is, P value, is less than 0.01 (see Tables 6 and 7).�us, one can
confidently say that learning gain and degree of under-
standing have statistically significant linear relationships (see
Figure 10).

5.6. Kirkpatrick Phase 3: Evaluation of Behavior.
Evaluation of behavior is quite hard to quantify. To measure
this, SeisTutor collects feedback from the applicants. As the
learner completes all the learning concepts of every week,
SeisTutor requests the learner feedback. In this section, a
conclusion from the learner feedback is drawn. Learners
who have been the impeccable part of this evaluation of
SeisTutor had a good perception of the system, and their
feedbacks are very encouraging. It has appeared in their
reactions whether they would like to recommend SeisTutor
to others who need to take this study. Around 93% of the
learners showed that they would recommend it to others, out
of which 48% showed strong agreement, and the remaining
45% agreed on a recommendation as well (see Table 7). �e
overall satisfaction with SeisTutor was around 93%, out of
which 45% were strongly satisfied and 48% were satisfied. It
has also been observed that learners’ studies became pro-
ductive with SeisTutor (Table 8).

Few questions were asked on the impact of the intelligent
features provided by SeisTutor and they are collected and
summarized in Table 9. As some intelligent feature is not
provided for study 2 applicants, 28 effective feedback from
study 1 participants have been taken into consideration.

Most of the participants were happy with the tutoring
strategy provided by the system, with 86% satisfaction,
which includes 46% who were satisfied and 40% who were
strongly satisfied. 85% of participants felt that learning by
their own made them perform better, with 40% being
strongly satisfied and 45% being satisfied. �e participants
were happy with the recommended exclusive curriculum by
the system with 85% satisfaction, with 35% being satisfied
and 50% being strongly satisfied. Most of the participants
were happy with the recommended custom-tailored cur-
riculum provided by the system, with 85% satisfaction, with
39% being satisfied and 46% being strongly satisfied. 92% of
participants agreed that the understanding test at each week
corresponds to the lesson taught; 39% strongly agreed, and
53% agreed. At last, 82% of students agreed with the psy-
chological parameter accurately determined with SeisTutor:
39% strongly agreed to this and 43% agreed.

�e overall impact of the support provided by SeisTutor
on the learning process is assessed through the learner’s

feedback questionnaire answered by 60 participants (see
Table 10). �e analyzed results showed that 87% of the
students are happy with SeisTutor supports, with 47% sat-
isfied and 40% strongly satisfied. In addition, 78% of the
students are happy with the system navigation support to
find the needed information, with 43% satisfied and 35%
strongly satisfied. At last, there was 80% satisfaction among
the students, out of which 42% had a strong agreement and
38% agreed that the SeisTutor prelearning procedure was
beneficial for learning.

�e usefulness of the lesson components such as lesson
explanations, revisions, presented quizzes, and the question
hints in the learning process was evaluated in Table 11. �e
questionnaire feedback results show that 85% of students
were happy with the content explained by SeisTutor, with
47% satisfied and 38% strongly satisfied. Moreover, 78% of
students showed interest and agreed that the tutoring re-
sources were adequate, with 35% strongly satisfied and 43%
satisfied. It is clear that the quizzes and hints were realistic
and focused with the learning contents provided by
SeisTutor.

�e impact of the interactive graphical user interface,
content organization, and design features of SeisTutor in the
learning process is evaluated through the learner ques-
tionnaire responses, described in Table 12.�e questionnaire
results revealed that there was 77% satisfaction with the
interactive GUI and content organization of SeisTutor
among the learners, with 40% strongly satisfied and 37%
satisfied. �ere was 80% satisfaction with SeisTutor to
compel and support to complete the quizzes and lessons
among the learners, with 44% strongly satisfied and 36%

Table 5: Learner’s learning gain.

Study cases Number of participants (n)
Learning gain

Mean (/10) Standard deviation Mean (%)
Study 1 28 2.2170 1.02795 22
Study 2 32 1.2793 1.37034 12

-1

Learning_Gain_Study_1 Learning_Gain_Study_2

0

1

2

3
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5

Figure 9: Learning gain of study 1 and study 2.
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Table 6: Average mean score of learning gain and degree of understanding.

Study 1 parameters No. of participants (n)
Learning gain

Mean (/10) Standard deviation Mean (%)
Learning gain 28 2.2170 1.02795 22
Degree of understanding 28 2.5467 1.31201 25

Table 7: Correlation matrix between learning gain and degree of understanding.

Parameters Learning gain Degree of understandings

Learning gain
Pearson correlation 1 0.484∗∗

Sig. (2-tailed) 0.009
N 28 28

Degree of understanding
Pearson correlation 0.484∗∗ 1

Sig. (2-tailed) .009
N 28 28

∗∗Correlation is significant at the 0.01 level (2-tailed).
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Figure 10: Linear relationship with learning gain and degree of understanding.

Table 8: Learner feedback on effectiveness of SeisTutor.

Questions
Degree

Strongly
satisfied Satisfied Neutral Dissatisfied Strongly

dissatisfied

System
effectiveness

What is your overall level of satisfaction with SeisTutor? 27 23 6 3 1
�e learning through this tutoring system (SeisTutor) was

easy 27 26 5 1 1

Did you feel that you were achieving learning outcomes? 30 21 6 3 0
I would recommend a course through SeisTutor with no

instructor help 29 24 3 5 0

Would you recommend SeisTutor to individual who
needs to take another course? 25 27 5 3 0

Did SeisTutor support you to make your study
productive? 28 27 3 0 2

How well does this system deliver on your learning
intentions? 31 21 5 2 1
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Table 9: Learner feedback on adaptivity of SeisTutor.

Questions
Degree

Strongly
satisfied Satisfied Neutral Dissatisfied Strongly

dissatisfied

Adaptivity/
personalization

Did SeisTutor satisfy you with dynamic creation of your
learning profile? 27 21 7 1 4

Were you convenient and satisfied with the tutoring
strategy presented to you by SeisTutor? 24 19 9 6 2

�e information provided by SeisTutor is at a level that
you understand 29 17 12 0 2

�e tutoring session was at the right level of difficulty for
me 26 23 9 2 0

As a learner, did you feel that your learning style was
appropriately judged? 29 25 3 2 1

Once tutoring begins and you were tutored, were your
learning preferences sufficiently satisfied? 24 24 9 2 1

Did the experience of learning by your own learning
preference make you perform better? 24 21 6 7 2

Based on your prior subject knowledge, has SeisTutor
accurately determined exclusive curriculum for you? 14 8 2 3 1

How satisfied are you with the exclusively determined
curriculum? 13 7 4 3 1

As a learner did you feel learning material enabled you to
improve your ability to formulate and analyze the

problem?
10 14 1 3 0

Are you satisfied with the sequencing of learning
content? 14 09 3 2 0

Does sequencing of learning material relate with your
prior knowledge? (give rating) 12 11 2 3 0

Does learning content formulated under various learning
levels and styles satisfactorily justify itself? (give rating) 17 7 2 0 2

Has this learning session been successful in improving
your knowledge in the subject domain? (give rating) 12 11 2 3 0

Did this learning material fulfill your expectations? 11 13 2 1 1
�e understanding test at the end of each week

corresponds to the lessons taught? 11 13 2 0 2

SeisTutor compels and supports me to complete the
quizzes, understanding test, and lessons ? 13 12 2 0 1

�e posttutoring evaluation system (week-wise
understanding) as it exists is 14 10 1 2 1

How do you rate the sequence of the lessons in the
course? 18 8 0 0 2

Has SeisTutor accurately determined your psychological
(emotional) state during tutoring session? (give rating) 11 7 5 5 0

Do you feel recognition of emotion during ongoing
tutoring is indicative of empathy of the system? 13 12 2 0 1

�e course contents are relevant and well organized? 14 10 1 2 1

Table 10: Learner feedbacks on SeisTutor ongoing learning support.

Questions
Degree

Strongly
satisfied Satisfied Neutral Dissatisfied Strongly

dissatisfied
How are you satisfied with the system support? 24 17 11 6 2
�e system navigation support enabled finding the needed information
easily 21 17 9 11 2

Was the prelearning procedure available in SeisTutor helpful to you? 25 17 6 9 3
Were you able to understand the language used to explain the lessons in
SeisTutor? 33 21 6 0 0

�e tutoring was flexible to meet my learning requirements 30 21 7 2 0
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satisfied. Finally, students were happy with the account setup
process with the system, which maintains the learners
learning progress, grades, and basic account information.

�e learner’s overall evaluation of the SeisTutor showed
that 82% of learners agreed that tutoring should begin based
on the learner profile considering his/her learning style and
prior knowledge. Most of the students were unaware of their
learning style, and about 80% of students never knew about
it. Most of the students liked the artificial intelligence fea-
tures such as automatic selection of the tutoring strategies,
dynamically assessing the learner attainment and flipping
the tutoring plan or strategy.

�e learner’s feedback questionnaire responses were
retrieved and analyzed in an accessible fashion. Some
learners put their suggestions to improve the productivity of
SeisTutor. Most of the suggestions were general and related
to the improvement of the system, and few were pessimistic
regarding improvement of the quality of learning contents,
improving the quality of the video lessons, and hints pro-
vided by the system. At last, through the overall evaluation of
SeisTutor, 87% of learners agreed that they improved their
learning performance and outcomes.

5.7. Kirkpatrick Phase 4: Evaluation of Results. Evaluation of
results illustrates the overall impact of learning on the
learner. To quantify the effectiveness of learning, paired-wise
sample t-test is performed on existing information, that is,
pretest and posttest results of participants involved in both

studies (study 1 and study 2). Here two cases are taken into
consideration.

Case 1: A paired-sample t-test accomplished on
study 1 incorporates the cognitive intelligence (see
Table 1).

Hypothesis Case 1.0. Let us assume that the applicants
involved in study 1 have homogenous mean scores in
pretest and posttest.
Hypothesis Case 1.1. Let us assume that the applicants
involved in study 1 did not have homogenous mean
scores in pretest and posttest.

Case 2: A paired-sample t-test accomplished on study 2
incorporates the cognitive intelligence (see Table 1).

Hypothesis Case 2.0. Let us assume that the applicants
involved in study 2 have homogenous mean scores in
pretest and posttest.
Hypothesis Case 2.1. Let us assume that the applicants
involved in study 2 did not have homogenous mean
scores in pretest and posttest.

For study 1, the calculated T value (TStats, p< 0.01) is
11.410 (refer to Tables 13 and 14). �e difference between
posttest and pretest scores is 2.21786, and the calculated
TStats value exceeded the Tcritical value. �erefore, Hypothesis
1.0 is excluded. Tables 13 and 14 Indicate a considerable
difference between pretest and posttest scores. For study 2,
the calculated T value (TStats, p< 0.01) is 5.312 (refer to

Table 11: Learner feedback on learning material, quizzes, and overall SeisTutor support.

Strongly
satisfied Satisfied Neutral Dissatisfied Strongly

dissatisfied
SeisTutor explained the content correctly 23 25 3 8 1
SeisTutor made the course as interesting as possible 31 19 9 1 0
�e tutoring resources were adequate 21 19 7 9 4
�e presentation of course content stimulated my interest during learning
session 32 24 2 1 1

�e course contents are relevant and well organized 29 25 3 2 1
SeisTutor supported me to understand the content which was found
confusing? 27 26 6 1 0

Did the quiz at the end of each week correspond to the lessons taught? 28 27 3 1 1
�e question-wise hints were helpful 27 26 6 0 1
Did the SeisTutor react decidedly to your necessities? 26 21 11 1 1
Was the learning provided sufficiently to take the quiz? 36 18 4 2 0
During ongoing tutoring, assessments are a fair test of my knowledge and
learning preferences 32 21 5 2 0

Table 12: Learner feedback on learning material presentation and on overall SeisTutor look and feel.

Questions Strongly
satisfied Satisfied Neutral Dissatisfied Strongly

dissatisfied
How satisfied are you with the look and feel (user interface design) of this
system? 32 19 8 1 0

How satisfied are you with the account setup experience of this system? 31 21 5 3 0
How pleasing is the color scheme used in this system? 28 21 11 0 0
How user-friendly is this system? give a rating 27 21 8 2 2
SeisTutor compels and supports me to complete the quizzes and lessons 25 27 6 1 1
How satisfied are you with the organization/customization of contents
feature of the system? 29 26 4 0 1
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Tables 15 and 16). �e difference between the posttest and
pretest scores is 1.24719, and the calculated TStats value
exceeded the Tcritical value. �erefore, Hypothesis 2.0 is
excluded. Tables 15 and 16 indicate a considerable difference
between pretest and posttest scores. Both studies excluded
the null hypothesis, implying that both provide useful
training. On the other hand, this study determines which
study has the most significant influence on improving
learning gains. In order to deduce the conclusion, the ob-
jectives of both studies are compared. Study 1 achieved high
scores compared to study 2. As a result, study 1 differs
significantly from study 2 in posttutoring and pretest results,
indicating that study 1 provides a more effective training
program.

�is analysis concludes that the intelligent incorporated
SeisTutor used in study 1 outperforms SeisTutor used in
study 2 in providing custom-tailored intended curriculum,
identifying learner sentiments while learning, and com-
puting the learner’s overall degree of knowledge that meets
the learner needs.

6. Conclusion

�is article demonstrates the proposed personalized in-
telligent tutoring system, named SeisTutor. From the
research, it has been noted that a learner receives re-
petitive learning content from learning, which indirectly
disorients the learner. �us, to address this issue, bug
model has been utilized, which analyzes the bugs and

recommends the custom-tailored curriculum to the
learner. �is technique helps to bring empathy to ITS.
SeisTutor is not a passive tutor; it also analyzes the
learner’s behavior, that is, the psychological state of the
learner during learning, which helps to understand the
learner’s experience with SeisTutor (about learning con-
tent). Experimental results reveal that SeisTutor utilized
by participants in study 1 provides a customized learning
sequence or path of learning material that endorses ef-
fective learning. Experimental analysis reveals the effec-
tive learning gain (when learner gets the custom-tailored
sequenced learning material) of 44.34% compared to
SeisTutor used in study 2 (not sequenced learning ma-
terial). To evaluate the overall effectiveness of SeisTutor,
Kirkpatrick’s four-phase evaluation model is utilized. �e
analysis reveals that the participants involved in study 1
attain 44.4% while study 2 attains 24.8% and study 1
provides effective learning.
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Table 13: Statistical results of paired-sample t-test of study 1.

Comparison item
Learning mode

Mean N Std. deviation Std. error of the mean
Posttest of study 1 applicants 3.9375 28 .39455 .07456
Pretest of study 1 applicants 1.7196 28 .99740 .18849

Table 14: Paired-sampled t-test results of study 1.

Mean Std.
deviation Std. error of the mean

95% confidence
interval of the
difference T df Sig. (2-

tailed)
Lower Upper

Pair 1: posttest of study 1–pretest of study 1 2.21786 1.02856 .19438 1.81902 2.61669 11.410 27 .000

Table 15: Statistical results of paired-sample t-test of study 2.

Comparison item
Learning mode

Mean N Std. deviation Std. error +Mean
Posttest of study 2 applicants 3.6525 32 0.58915 0.10415
Pretest of study 2 applicants 2.4053 32 1.39565 0.24672

Table 16: Paired-sampled t-test results of study 2.

Mean Std. deviation Std. error of the mean

95% confidence
interval of the
difference T df Sig. (2-tailed)

Lower Upper
Pair 1: posttest of study 2–pretest of study 2 1.24719 1.32804 .23477 .76838 1.72600 5.312 31 .041
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For mobile cloud computing (MCC), a local virtual machine- (VM-) based cloudlet is proposed to improve the performance of
real-time resource-intensive mobile applications. When a mobile device (MD) discovers a cloudlet nearby, it takes some time
to build up a virtual machine (VM) inside the cloudlet before data offloading from the MD to the VM can begin. Live virtual
machine migration refers to the process of transferring a running Virtual Machine (VM) from one host to another without
interrupting its state. Theoretically, live migration process must not render the instance being migrated unavailable during its
execution. However, in practice, there is always a service downtime associated with the process. This paper focuses on
addressing the need to reduce the service downtime in case of live VM migration in cloud and providing a solution by
implementing and optimizing the multipath transmission control protocol (MPTCP) ability within an Infrastructure as a
service (IaaS) cloud to increase the efficiency of live migration. We have also introduced an algorithm, the α-best fit algorithm,
to optimize the usage of bandwidth and to effectively streamline the MPTCP performance.

1. Introduction

A virtual machine (VM) refers to an entity that does not exist
physically, but is hosted on a hypervisor, and yet has all the
capabilities of an equivalent physical machine [1]. This virtuali-
zation gives an added advantage in the form of the ability to
migrate a VM from one host machine to another. Virtual
machinemigrationmay be done in the cloud for several reasons
including load balancing and energy usage optimization. When
a VM is used to handle data traffic within a cloud, a relatively
freer host (destination host) can be chosen to migrate it to, as
an attempt to relieve the load on the source host. Similarly,
energy optimization within the cloud can be done by shutting
off the nodes which do not host any occupied VMs [2].

In datacenter virtualization, live migration is a crucial
technology and feature. With live migration, VMs can be
transferred from one physical host to another with little to
no impact on the availability of running applications. This
ensures that running applications are not harmed by any
physical server failures, significantly improving service avail-
ability. The TCP/IP protocol is used to send live migration
communications via the Ethernet network that connects
the cluster servers. The content that needs be migrated is
mostly the CPU cache, memory, and buffers; however, the
memory content takes up the majority of the time. The con-
tent of the CPU cache and buffers is almost insignificant in
comparison to the RAM content, which is what most
authors assume in live migration modeling.
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In the early stages of its development, VM migration was
static in nature. This is to say that the general practice was to
suspend the VM state before the actual migration took place.
This caused the instance to be unavailable throughout the
migration process. The functioning of the VM was resumed
after the entire VM data, that is, the memory pages and the
processor state, was copied to the destination host. It is easily
imaginable how much inconvenience this sort of a process
can cause when implemented in cloud environment [3].
The users pay for the services they receive, and they expect
those services to be available all the time. In such scenario,
where a VM handling some or all of those services is
rendered unavailable till the completion of the migration
process, the user experience surely tends to degrade [4].

The solution was live VM migration. In this case, the VM
is not unavailable for the entire duration of the migration but
only a smaller fraction of it, which is termed as the service
downtime. Theoretically, the machine continues to function
as if nothing had occurred at the back end during the migra-
tion process. However, as shown by Sv¨ard et al. [5], running
processes on the VM are interrupted even during its live
migration. This is attributed to the service downtime. There-
fore, even if the service downtime is small, to ensure good
end user experience, there will always be a need to reduce it
as much as possible.

Whenwe talk about the functioning of an Infrastructure as
a Service (IaaS) cloud, we automatically step into the realm of
software-defined networking (SDN). SDN refers to the use of
programmable software components that can be installed in
a networking framework and still provide the same function-
ality as their physical hardware counterparts [6]. Modern
clouds depend heavily on SDN to function. Though physical
resources are required to host the cloud instances, the net-
working in the cloud combines elements which are both phys-
ical and software defined in nature. Without SDN, it would be
nearly impossible to cope with the growing pressure on data
networks as the number of mobile networking devices increase
[7]. IaaS cloud platforms such as “OpenStack” use SDN to
connect the instances to the physical networking resources.
With SDN, networking becomes more manageable and less
cumbersome. Moreover, we can add or remove elements from
a software defined network according to our needs, which
would otherwise require the installation and removal of phys-
ical networking devices.

In this paper, we have implemented multipath TCP,
which is a recent project by the Internet Engineering Task
Force (IETF) to facilitate faster data transfer within the
cloud environment [8]. The VM data can be transferred with
a higher speed between the host nodes in case of data centers
if the effective bandwidth of the connection between them
can be increased. This ability is provided by MPTCP by
allowing us to use multiple paths for TCP data transfer at
the same time. By the creation of TCP subflows, MPTCP
makes use of multiple interfaces on the connected hosts for
the transfer of data. Hence, theoretically, the aggregate band-
width of each of the individual paths is available for data
transfer. However, in reality, this is not the case. MPTCP
requires some optimization techniques to be implemented
effectively in the cloud. We introduce an algorithm, the α-

best fit algorithm, for the optimization of MPTCP usage, and
compare it to the subflow optimization offered by Joshi and
Kataoka [9]. This algorithm provides a much better optimiza-
tion scheme than the one already proposed [9] in terms of
bandwidth usage. The generation of optimum number of
subflows in [9] leads to wastage of bandwidth by generating
suboptimal results, while the α-best fit algorithm minimizes
this wastage, which is crucial in the cloud scenario where
bandwidth resources to be dealt with are massive in scale.

There are three forms of live VMmigration: precopy, post-
copy, and hybrid-copy. The most resilient migration type is
precopy live migration, which we focus on in this study. The
source host memory content copy begins and continues to
transfer until it reaches a halting circumstance in precopy
migration. The VMwill then stop on the source host and start
on the target host. This is the most popular migration method
used by commercial and open source hypervisors since it is the
most dependable.

The remaining part of this paper is organized as follows:
Section 2 explains the conventional algorithm that is in use
for conducting live migrations, Section 3 explains MPTCP,
and its effects on live migration of cloud instances, Section
4 explains the need for optimization of MPTCP implemen-
tation in cloud environments and puts forward our pro-
posed approach to do so, Section 5 contains the details of
implementation of MPTCP in the cloud environment, Sec-
tion 6 embodies the results obtained, and Section 7 includes
the discussion on the results and the conclusion.

2. Related Work

Multipath TCP is a TCP enhancement that allows for simulta-
neous transmission of data through many pathways from one
end to the other. For example, multipath TCP allows many
applications to transport and receive data over multiple inter-
faces, such as cellular and Wi-Fi, by creating a single TCP sub
flow for each interface [10]. This subflow is used by the
MPTCP scheduler to transmit and receive data. MPTCP’s
design has various advantages, including resource utilization,
throughput, and a mild response to faults, as well as good
route performance.

If numerous sub flows are available, a scheduler [11]
selects the subflow with the least round-trip time (RTT) to
transfer the data. During the transmission of the segment,
the scheduler chooses the way with the shortest round-trip
time among all subflows whose congestion window is not yet
full. If there are multiple such paths, the scheduler creates a
bias towards one of them. It also continues to deliver informa-
tion on the particular subflow until the congestion window for
that sub flow is full. In prior research, MPTCP was examined
in a mobile situation. The authors investigated the impact of
mobility on MPTCP in [12], and in [13], they offered various
MPTCP options for use by cell phones for Wi-Fi handover.
However, neither of the works investigates the heterogenetic
nature of the path in lossy subflows. The authors of [14] gave
a comparison of single TCP vs. multipath TCP. The authors of
[15] used various scheduler algorithms to calculate the impact
of scheduler architecture on performance. In [16, 17], different
congestion mechanism techniques are compared.
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The authors proposed scheduler algorithms in [18], which
select subflows based on an estimate of the amount of traffic
they can handle before becoming congested. By considering
large network transfers and a restricted buffering quantity,
the methodology demonstrates. Another unique scheduling
policy offered by the authors in [19] was to keep a strategic dis-
tance from out-of-request parts. The authors do not explain
why a segment is removed from the TCP buffer after it is
transmitted by another subflow. The authors presented a
delay-aware packet scheduler technique on the ns-2 simulator
platform in [20]. In both delay and stable settings, the
proposed technique analyses path heterogeneity. The perfor-
mance of MPTCP over a mobile network was examined by
the authors in [21]. The analysis took into account a variety
of subflows as well as precise statistics such as round-trip time
(RTT) and out-of-order delivery, but the authors did not
account for lossy subflows. Lim et al. proposed a new sched-
uler method that sends buffers by monitoring available band-
width on each subflow, but it does not take use of the data loss
rate on each sub flow.

3. The Precopy Algorithm

This is the conventional method for carrying out live VM
migrations. In this method, the memory pages of the VM
are sent before its processor state to the destination node.
The transfer of the memory pages occurs in several itera-
tions. These iterations continue till a set number is reached,
or a small enough writable working set (WWS) is obtained
[22]. In each iteration, there are certain memory pages
which are modified during the transmission, and these are
called dirty pages. During each iteration, there is a possibility
of a memory page being dirtied, and these dirty pages are
transferred to the target node in the next iteration.

The duration of service downtime starts when either a
WWS is obtained or the cap on the number of iterations is
reached [23]. If either of the above conditions are satisfied,
the VM at the source node is suspended, and all the remain-
ing memory pages along with the dirty pages from the
previous iteration are moved to the destination node. After
this transfer, the VM is resumed at the destination node,
and its source node copy is destroyed. Hence, it is obvious
that the service downtime depends upon the number of
memory pages to be sent, which also includes the dirty pages
from the previous iteration [24].

The time taken to transfer the entire RAM is given by [22]

t0 =
V
B
, ð1Þ

where V is the total memory size of the VM, and B is the
available bandwidth.

We must also consider the page dirtying rate to get a
measure of the time required for their transfer in each itera-
tion during precopy. This time required for the transfer of
the remaining memory pages, which also includes the pages
dirtied in each iteration, is given by [22]

t1 =
R × t0
B

, t2 =
R × t1
B

, tk =
R × tk−1

B
, ð2Þ

where R is the memory dirtying rate, and k is the total
number of iterations.

The precopy process gets suspended when the k -th iter-
ation occurs, and the stop conditions are satisfied. Following
this, the VM at the source is suspended, and the remaining
dirty pages, along with the processor state of the VM, are
transferred to the destination node [22]. This takes about
tk = R × tk−1/B amount of time.

Hence, the total time for the precopy and stop and copy
is calculated as

T0 = t0 + t1 + t2+⋯+tk =
V
B

× 1 − Rð /BÞk+1
1 − Rð /BÞ : ð3Þ

Therefore, the total migration time is given by

Tmig = Pr e −migration overhead + To + Post‐migration overhead,
ð4Þ

where the premigration overhead refers to the time
required for the resource reservation, and the postmigration
overhead consists of the commitment and activation stage of
the precopy [22]. While these overheads are largely unavoid-
able, the value of To can be varied.

4. Multipath TCP (MPTCP)

MPTCP is a recent project by the Internet Engineering Task
Force (IETF). This project enables data transfer via multiple
TCP subflows that are sent over different TCP paths [8].
This capability is of great value if we consider its implemen-
tation in data centers. Multiple paths to send data imply
more bandwidth for data transfer. In principle, this band-
width should be equal to the aggregate of the bandwidth
capacities of the individual paths [25].

As we can see in Figure 1, data is divided into chunks,
and these chunks are transferred through different subflows
over different paths. This means that the client and the
server in a simple MPTCP connection have multiple IP
addresses, which may or may not be in the same network
[26]. In case of data centers, MPTCP can therefore be uti-
lized to obtain the ability of fast data transfer; since, at any
given time, more than one paths can be used simultaneously
as opposed to TCP, which can be seen in Figure 2.

Now, consider the scenario in which the implementation
of the precopy algorithm described in Section 2 in combina-
tion with the MPTCP capability is being carried out.

If we consider k number of iterations to occur for the
transfer of dirty pages in case of a single active path for data
transfer, as was the case in equations (2) and (3), then we
can see that for an iteration i, the pages dirtied will be R × i
, and these will be transmitted in the ði + 1Þ-th iteration.
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As stated by Nathan et al. [27], the page dirtying rate for
the i-th iteration is given by the expression:

R = number of pages dirtied in iteration i − 1ð Þ × page size
time taken by iteration i − 1ð Þ :

ð5Þ

Now, the time taken for an iteration is dependent upon the
bandwidth available, which is evident from equation (2).
Hence, an increased bandwidth will reduce the page dirtying
rate [28]. This implies that less pages will be dirtied in each
iteration with the increase in effective bandwidth, and hence
the time required for these iterations will decrease. Consider-
ing the page dirtying rate to be constant for a migration, then

9 Mbps
1 Mbps

6 Mbps

9 Mbps

2 Mbps

MPTCP flow MPTCP flow

TCP subflow 2

TCP subflow 1

TCP subflow 3

Figure 1: Division of MPTCP flow into TCP subflows.
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Figure 2: Comparison of MPTCP session with normal TCP session.
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the advantage of added bandwidth is expected to reduce the
time tði+1Þ = R × ti/B′, where B′ is the new bandwidth.

This implies that though the iterations will require lesser
time than in the case of a reduced bandwidth capacity, the
actual number of iterations, k will remain the same.

This implies that the advantage MPTCP will provide due
to increased aggregate bandwidth will be in the form of
reduced transmission time rather than reduced number of
iterations before the WWS is achieved. Also, as stated in
[22], the time required after k iterations to transfer the
WWS and the processor state is given by

tk =
R × tk−1

B
ð6Þ

This time period required for the stop-and-copy phase
will be reduced by an increase in bandwidth. Therefore, a
decrease in service downtime is expected.

Assuming that we have an MPTCP connectivity between
two host machines with x number of active paths for data
transfer, let γ be the segment-wise bandwidth utilization
factor, which is explained in the next section.

Hence, the aggregate effective bandwidth of the MPTCP
connection will be B′ = x × γ × B, where B is the bandwidth
of each individual path in the MPTCP connection.

Using this new bandwidth, equations in Section 2 can be
written for the MPTCP scenario as

t′0 =
V

B′
, ð7Þ

t′1 =
R × t′0
B′

, t2 =
R × t′1
B′

, t′k =
R × t′k−1

B′
, ð8Þ

T′0 = t′0 + t′1 + t′2+⋯+t′k =
V

B′
×
1 − Rð /B′

�k+1
1 − Rð /B′

� : ð9Þ

Using B′ = x × γ × B in equations 7and 8, it can be stated
that for an iteration i,

ti′=
ti

xγð Þi+1
: ð10Þ

From equation (10), it can be inferred that with the
increasing number of iterations, the time required for trans-
mission of data will decrease progressively in case of MPTCP
connectivity between the hosts. When the value of “i” in
equation (10) becomes equal to k, then the time period t′k
represents the time spent in the stop-and-copy phase [22],
which is synonymous to the service downtime. The value x
will always be positive and greater than one for an MPTCP
connection, while γ will be a positive fraction representing
the degree of utilization of the bandwidth resources.

On the other hand, equation (10) also provides the infor-
mation that in case of TCP connection between the hosts,
when x = 1, γ is still less than 1. This means that with each
successive iteration, with increasing powers of γ, the perfor-

mance of precopy for transmission of dirty pages will
degrade.

Therefore, while TCP connectivity causes the perfor-
mance to worsen with every iteration, MPTCP connectivity
actually increases it with the increase in number of iterations
till a set number of iterations, which will depend upon the
product ðxγÞ. As long as the quantity ðxγÞ remains greater
than one, the performance will increase with increasing
number iterations.

Rearranging equation 6 is as follows:

T′0 = 〠
k

i=0

ti
xγð Þi+1

: ð11Þ

Therefore,

xγð Þk+1T′0 = 〠
k

i=0
ti xγð Þk−i: ð12Þ

Dividing equation (9) by equation (3), we get

T0′
T0

= 1
xγð Þk+1

× 〠
k

i=0
xγð Þk−i ð13Þ

Hence, it can be seen that the ratio T0′/T0 will always be
less than one if the product xγ > 1. Therefore, the total
migration time will also decrease with increasing number
of active paths for data transfer.

This deduction implies that by increasing the number of
active paths in an MPTCP connection, there will be a reduc-
tion in the service downtime to a negligible nonzero amount.
However, this is not the case, and thus the MPTCP connec-
tion requires optimization for the reason that with increas-
ing number of paths in an MPTCP connection, there is an
increased possibility of network congestion at the points
where the subflows reunite. This congestion lowers the value
of the factor ðxγÞ, as the bandwidth utilization ðγÞ is drasti-
cally reduced in case of congestion.

Focusing on the value of γ, its relation to x and T0 can be
predicted to some extent using equation (11). Partially
differentiating equation (11) with respect to γ,

∂T0′
∂γ

= 〠
k

i=0

∂
∂γ

ti
xγð Þi+1

 !
= −t0
xγ2

−
2t1
x2γ3

−⋯−
k + 1ð Þtk
xk+1γk+2

:

ð14Þ

In terms of t0, we have

∂T0′
∂γ

= t0
xγ2

−1 − 2R
Bxγ

−⋯−
k + 1ð ÞRk

Bkxkγk

" #
: ð15Þ

This series can be converged, and the resulting equation
is as follows:
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∂T0′
∂γ

= −t0
xγ2

× B−kγ−kRk+1x−k k + 1ð ÞR − Bγx k + 2ð Þ − B2x2γ2

Bγx − Rð Þ2
" #

ð16Þ

Figuring out the value of γ at which the value of To will
be maximum or minimum can be achieved by finding the
critical points by equating the partial differential in equation
(16) to zero.

Substituting ∂T0′/∂γ = 0, equation (16) can be rewritten
as

B−kγ−kRk+1x−k k + 1ð ÞR − Bγx k + 2ð Þ − B2x2γ2

Bγx − Rð Þ2
" #

= 0: ð17Þ

As −t0
xγ2

≠ 0: ð18Þ

Now, Let

C1 = B−kx−kRk+2 k + 1ð Þ, ð19Þ

C2 = B1−kx1−kRk+1, ð20Þ

C3 = B2x2:

C4 = C2 k − 2ð Þ:
ð21Þ

Substituting the above values in equation (17),

C1
γk

−
C4
γk−1

− C3 = 0⇒ C1 − C4γ − C3γ
k = 0: ð22Þ

Equation (22) is a polynomial of order k. Here, the value
of γ can be represented by the series:

γ = 〠
∞

m=0
−1ð Þm Cmk−m+1

1 Cm
3

Cmk+1
4 m!

Ym−2

j=0
mk − jð Þ = C1

C4
−
Ck
1C3

Ck+1
4

+ 2kC2k−1
1 C2

3
2!C2k+1

4

−
3k 3k − 1ð ÞC3k−2

1 C3
3

3!C3k+1
4

+ 4k 4k − 1ð Þ 4k − 2ð ÞC4k−3
1 C4

3
4!C4k+1

4
−⋯

ð23Þ

This series will converge if the following condition is
satisfied:

Ck−1
1 C3
Ck
4

�����
����� <

k − 1ð Þk−1
kk

, ð24Þ

which translates to

Bx
R

� �2
× k + 1ð Þk−1

k − 2ð Þ

�����
����� <

k − 1ð Þk−1
kk

: ð25Þ

For this inequality, it can be clearly seen that k ∉ ½0 ; 2�,
because for k ∈ ½0 ; 2�, the inequality becomes meaningless.
Therefore, k ≥ 3 which is justified as practically the number

of iterations is always higher than two. Hence, the series in
equation (23) cannot be converged.

Now, the constraint on the value of γ is that γ ∈ (0; 1) If
C1, C3, C4 > 0 and C1 < C3 + C4, there can be a unique value
of γ, which will be the critical point for the equation (11).
This can be accomplished by taking a sufficient number of
terms so that we get a good approximation of the sum of
the series in equation (23).

The page dirtying rate, as defined by Nathan et al. [27], is
lesser than the value of (Bx), which is quite reasonable. Also,
since k and x are positive integers, and γ ∈ (0; 1).

Therefore, using the values of C1, C2, C3, and C4 in equa-
tion (25), it can be seen that

γ = R
Bx

× k + 1
k − 2 : ð26Þ

The higher terms in the series given by equation (23) are
not taken into consideration, because of the fact that for k
∈ ð3,∞Þ, the value of higher terms will become negligible.
At greater values of k, the power of the terms in the denom-
inators of the terms in equation (23) will increase steeply.
The first term yields a number that satisfies the condition
of γ ∈ (0, 1), while inclusion of the higher terms does not
affect its value significantly. This concludes that the value
of k, given our constraints is as in equation ((26)).

Now,

∂2T0′
∂γ2

= ∂2

∂γ2
〠
k

i=0

ti
xγð Þi+1

" #
= 〠

k

i=0

∂
∂γ

−ti i + 1ð Þ
xi+1γi+2

� �
= 〠

k

i=0

ti i + 1ð Þ i + 2ð Þ
xi+1γi+3

:

ð27Þ

As all the variables in equation (27) are positive, and the
critical point given by equation (26) is also a positive value, it
can be inferred that the critical point is the point of maxima
for the function T0′ with respect to γ with x and k constant.

Thus, it is explicit that for the value of γ given in equa-
tion (26), the migration time T0′ will be maximum. This
proves that for MPTCP to be advantageous at a given num-
ber of active data paths between the hosts, the value of γ
must be greater than the expression given by equation (26).

5. Optimizing MPTCP Capability

TheMPTCP capability offers higher bandwidth for data trans-
fer in clouds and data centers. In theory, by increasing the
number of paths in an MPTCP session between two hosts,
there should be significant improvement in the data transfer
speed as an effect of increased effective bandwidth. One must
therefore expect that the number of paths can be increased
without any limit to obtain a nearly infinite bandwidth capac-
ity for data transfer. However, it is not the case. While it is true
that the increase in the number of paths leads to increased
number of TCP subflows in an MPTCP session, their opti-
mum usage is something that depends upon other factors.

As explained by Joshi and Kataoka [9], overutilization as
well as underutilization of the MPTCP capability by creating
fewer or a greater number of subflows than required leads to
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poor performance in terms of data transfer. [9] already provides
an optimization algorithm which has been tested and imple-
mented to provide an improved result than usingMPTCPwith-
out any subflow optimization in terms of throughput.

The SFO given in [9] is modified to obtain the α-best fit
algorithm, which is more suited for the cloud environment.
Moreover, as the cloud environment deals with bandwidth
resources that are in order of Gbps, the optimization of the
SFO [9] for improved performance in terms of bandwidth
utilization is needed.

The MPTCP subflow optimization as elaborated in [9]
consists of three functions, the first function responsible for
finding the feasible paths for the MPTCP session between
the hosts, and the second function is responsible for calculat-
ing the optimumnumber of sub flows, while the third function
deals with the assignment of paths to the MPTCP subflows.

SFO [9] uses the modified k-shortest path algorithm in
order to calculate the set of shortest paths for data transfer
between the hosts. While this approach suffices in the experi-
mental topology considered in [9], it might lead to suboptimal
bandwidth utilization in case of other available topologies for
data centers and cloud environment. Hence, the first optimi-
zation we propose is tomodify the path findermethod to func-
tion not on the shortest k-path algorithm, but on maximum
bandwidth algorithm, which gives priority to the path with
the highest bandwidth capacity during selection.

The function responsible for the calculation of optimum
number of sub flows has been modified by us to include the
aspects of protection against path failure and reliability in per-
formance along with optimization of the selection process.

5.1. The α–Best Fit Algorithm. Before discussing the α-best fit
algorithm for the optimization of MPTCP subflows, it is
essential to consider a factor that ought to be useful while
we deal with substantial amount of bandwidth capacities,
as is in the case of data centers. This factor is the segment-
wise bandwidth utilization ratio (γ), including this factor will
lead to a better reliability of the system, as it gives us a more
realistic and practical view of the bandwidth resources. The
inclusion of γ increases the accuracy of the algorithm while
functioning in real time conditions.

This factor is calculated by the standard method, which
involves using SNMP objects to know what fraction of the
total bandwidth of a link is being considered. The bandwidth
of a path is limited by the capacity of the minimum band-
width link in its constituting links. This means that for a
path consisting of n links, λP = ½min ðλi, ∀i ∈ PÞ�ni=1. There-
fore, γ is calculated segment-wise.

The value of γ can be calculated as [29]

γ = max ΔIfInOctets,ΔIfOutOctetsð Þ × 8
Δtime period between the polls × IfSpeed , ð28Þ

where IfInOctets and IfOutOctets refer to the ingress
and egress SNMP objects on a TCP link which are sent
repeatedly after a fixed time interval. IfSpeed refers to the
interface speed as stated by the specifications of the link.

Let S be the total size of the VM data to be transferred
during the MPTCP session, τ be the time limit in which
the live VM migration should be complete, αd be the
demand of bandwidth resources for the transfer of the
VM, ONS be the optimum number of subflows, OP be the
set of all the optimized paths available to put the sub flows
on, FP be the set of all the feasible paths, D be the set of dis-
carded paths, and λ be the bandwidth capacity.

The subflow optimization [9] provides a method to
divide the MPTCP traffic into a suitable number of sub
flows; however, they do not clarify the ramifications of the
case when a particular path fails in the MPTCP connection.
The comparison between α-best fit algorithm and subflow
optimization algorithm [9] is represented in Table 1.

In order to address the scenario, in which a path moves to
a “down” state, an additional clause has been devised in the α-
best fit algorithm. This part of the algorithm makes use of a
function named failure protection, which uses the set of all fea-
sible paths (K) and the bandwidth capacity of the failed path to
decide which path to redirect the subflow, which was initially
on the now failed path, or to divide the subflow further into
smaller subflows that are redirected onto other available paths
in the set K. It is ensured that the algorithm functions in a way
that causes minimum wastage of bandwidth owing to the
importance and the order of magnitude of the bandwidth
resources in the cloud environment.

6. Implementation

The implementation MPTCP on an OpenStack Mitaka IaaS
cloud consisting of four nodes–one controller node, two com-
pute nodes, and a block storage node, was done. The network-
ing inside the cloud makes use of the OpenStack Neutron
server residing on the controller node, and ML2 is used as
the core plugin with Linux Bridge agent as the mechanism
driver. The controller node has 16GB RAM, 250GB SDD,
two network interfaces, while the compute nodes have 32GB
of RAM, 150GB SDD, and four network interfaces each.
The block storage node has 32GB of RAM, 150GB SDD on
which the Operating System is hosted, and a 500GB SDD to
provide block storage resources to the OpenStack instances.
The Operating System installed on all the four nodes is
Ubuntu 14.04 LTS. Figure 3 shows the host networking imple-
mented for deploying Openstack with MPTCP capability.

In order to measure the service downtime, instances are
created, and they are pinged continuously from the control-
ler node while the migration process from one compute host
to another occurs. The time for which the instance remains
unavailable is observed as the service downtime. A packet
sniffer (Wireshark) is used for this purpose.

The service downtime is measured without using
MPTCP (normal TCP connection) and then using MPTCP
using two and then three paths between the hosts, respec-
tively. Comparisons are made using the obtained results.

In order to test the proposed algorithm for optimization of
MPTCP connection, we compare the results of the algorithm
given in [9] to α-best fit algorithm’s performance on randomly
generated bandwidth values for a Multi Path TCP connection.
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Table 1: Comparison between α-best fit algorithm and subflow optimization algorithm [9].

The α–best fit algorithm Subflow optimization [9]

The maximum bandwidth path is given priority while selection of feasible paths.
The shortest path is chosen while deciding the set of

feasible paths.

Discarded paths are stored as they can be used later to make maximum use of the
available bandwidth.

Paths once discarded are never used again.

Either the path with bandwidth closest to the demand is used, or the subflow is
divided into smaller subflows.

If the ONS is one, it might lead to the selection of a
path with far greater bandwidth than the demand.

Protection against failure of a path is taken into account. Protection against failure is not considered.

It is more reliable to function correctly in real time environment as bandwidth
utilization factor is taken into account.

Bandwidth utilization factor is not considered, hence,
its reliability in real time environment is limited.

1. Compute α d=s/τ
2. Initialise D=ϕ; ONS=0; OP=ϕ; FP←K; Sort K in ascending order of bandwidths
3. Compute λP∀P ∈ K
λP = γ½λP�jFPjði=1Þ
4. Compute the total capacity of all feasible paths as

∝ =∑ðjFPjÞ
P=1 λP

5. if αd < α then
6. FP←FP-Pmin, Where Pmin is the path ∈ FP with the minimum bandwidth
7. D⟵D ∪ Pmin
8. Compute the new bandwidth capacity

αs =∑ðjFPjÞ
P=1 λP

9. if αd < αs then
10. α⟵ αs

11. Repeat 5
12. while i=1 to |D do
13. FP⟵ FP ∪Di

14. αs′ =∑ðjFPjÞ
P=1 λP

15. if αd ≥ αs′ then
16. FP←FP-Di
17. i++18. OP←FP, ON=|OP|
19. if ONS=1 & λP ≠ αd then
20. K←ϕ, K←D, D←ϕ
21. goto 3
22. return OP & ONS

23. if ½OPi�jOPji is down then, WhereOP is the set of Optimal Paths returned from22
24. Invoke failure_protection(K,λ(OPi)), OP←OP-OPi+OPindex, where index is a set returned by the function failure_protection
25. The function failure_protection can be elaborated as:
26. Function FAILURE_PROTECTION(K,λ(OPi))
27. Initpos=0, K ′←ϕ, index←ϕ, C=0
28. for j=1 to |K| do
29. if Kj=λ(OPi) then
30. pos←j

31. K ′ ⟵ K ′ ∪ ½Pk�jk=1 : Pk ∈ K
32. C←possible number of combinations in K ′ such that ∑K′

k=1 = λ(OPi)
33. if C=0 then
34. index ←pos+1
35. else
36. Choose the combination with minimum number of paths in K ′
37. index←positions of constituting in K ′
38. return index

Algorithm 1: The α-best fit algorithm.
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7. Results and Discussion

During the migration of an instance, the service downtime is
detected using a packet sniffer (Wireshark). The instances
are pinged every millisecond, and the time of their unavail-
ability is measured in terms of the packets not received by
them during the duration of the migration process.

It can be inferred from Figure 4 that when the migration
of a CentOS 7 instance with 16GB RAM is conducted, we
have a drop for a significant amount of time in the number
of ICMP packets transmitted to the OpenStack instance.
This dip is shown graphically in the figure and pertains to
the service downtime.

We have also measured the service downtime for 50
migrations of “Cirros” instances with different RAM specifi-
cations, and a graph displaying avg downtime vs. RAM of
the instance being migrated is shown in Figure 5.

The results in Figure 5 show that with increasing RAM
size of the instance, the service downtime is increased. This
can be justified by considering that with the increase in
RAM, the number of memory pages to be transferred in each
iteration of the precopy algorithm increases as per equation

(1). This leads to higher number of pages dirtied in every
iteration. When the WWS is obtained, or the cap on the
number of iterations is reached, with increasing RAM, the
amount of data to be transferred increases as seen from
equations (2) and (3). Hence, there is an increase in the ser-
vice downtime.

7.1. Results of MPTCP Implementation without Optimization.
After the measurement of service downtime in a single path
TCP scenario, MPTCP capability is enabled, and the same
procedure is carried out using two paths for the MPTCP com-
munication between the compute hosts. The concept for per-
forming this experiment is that with increased number of
paths, the VM data will be divided into smaller streams/flows
of data and transferred from both the paths at the same time,
speeding up the data transfer. The results obtained provide the
proof that the assumption made earlier is correct. While the
average service downtime with a single path connectivity for
data transfer between the compute hosts is 1.12 seconds, by
increasing just one path, it is reduced to 0.58 seconds. Hence,
it is observed that the service downtime has been reduced by
48% of the original value.

Controller node

Compute node 1

Block storage node

Management network

Provider network

Link to provider network
Link to management network

Router

Switch

Figure 3: Host networking layout for implementation.
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Figure 4: Depiction of service downtime in terms of ICMP packets sent during the migration process of an instance.
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Figure 7: Continued.
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Encouraged by the results in Figure 6, the number of
MPTCP paths was increased to three. The service downtime
of random migrations using single path TCP, MPTCP with
two paths, and then with three paths has been plotted.

While there is a noted improvement with the increase in
the number of paths by one, we observed that by adding the
third path, the decrease in the service downtime is not satis-
factory. The service downtime for random migrations using
two path MPTCP connectivity and three path MPTCP con-
nectivity has also been plotted.

The justification for this has been provided in Sections 3
and 4, which elaborate the functioning of the precopy mech-
anism with MPTCP and the need for optimization of
MPTCP. The increase in the number of active paths to three
for data transfer caused an increase in network congestion in

the OpenStack management network, which reduced the
bandwidth utilization. As the value of γ dropped, the factor
ðxγÞ dropped as well, thus accounting for the reduced per-
formance as per equation (10).

The α-best fit algorithm proposed in Section 4 is tested for
random bandwidth values of the available paths. We have
compared the results obtained from the run of the proposed
algorithm 4.1 to those obtained after the run of the algorithm
given by Joshi and Kataoka for ONS computation [9].

7.2. Results from the α-Best Fit Algorithm. In order to dem-
onstrate the comparison of the performance of the algorithm
for optimization of MPTCP subflows proposed in this paper,
and of the algorithm given in [9], tests were conducted in
different aspects. The first aspect to be considered is the
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Figure 7: Performance comparison of the α-best fit algorithm with SFO [9] in terms of bandwidth utilization. (a) Variation in the number of
subflows with the increasing bandwidth demand (α). (b) Variation in the aggregate bandwidth (∝s) for a fixed number of subflows. (c) The
variation of aggregate bandwidth of the sub flows with time. (d) Variation of the aggregate bandwidth of the subflows with the bandwidth
demand. (e) The performance of the α-best fit algorithm in case of path failure.
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optimal number of subflows for different bandwidth demands.
Evident from Figure 7(a), this is pretty much the same for both
the algorithms. This means that for different values of∝d, the
same number of subflows will be created using either of the
algorithms.

Figure 7(b) shows the variation of the aggregate band-
width of the subflows (∝s) with the demand of bandwidth
(∝d) for a given value of ONS, thereby displaying the com-
parison between the α-best fit algorithm and SFO [9]. It can
be inferred from the graph that our proposed algorithm
delivers precisely the same amount of bandwidth as required
during an MPTCP session.

Figure 7(c) shows the variation in the aggregate band-
width of the subflows as a function of time. The MPTCP ses-
sion bandwidth demand is assumed to be fixed at 50Mbps.
It can be seen that the range of variation of the aggregate
bandwidth of the optimal paths is narrower, and the extrem-
ities are closer to the demand value in case of the α-best fit
algorithm.

Figure 7(d) shows the relationship between∝s and =∝d .
As ∝d increases, ∝s increases in both the cases. However, in
the algorithm given in [9], the rise is steeper in comparison
with the α-best fit proposed algorithm. This means that the
algorithm proposed in this paper adheres to the demand
closer than the initial algorithm. Hence, the bandwidth
usage is optimized.

In general, the utilization of bandwidth for the same
demand in the α-best fit algorithm is more optimized than
the initial algorithm. SFO [9] leads to wastage of bandwidth,
as more bandwidth than required is taken up for the same
data transfer. In case of cloud environments, this makes a
huge difference, as the bandwidth is in the order of Gbps.

Finally, the action taken by the α-best fit algorithm in
case of path failure is illustrated in Figure 7(e). Consider four
paths with bandwidths 5, 10, 15, and 20Mbps. If the demand
is fixed to 25Mbps, and the number of ONS is two, then ini-
tially, the 20Mbps and 5Mbps paths are chosen to put the
subflows on. However, in case of the failure of the 20Mbps
path, the algorithm invokes the path_failure function and
chooses the 15Mbps and 10Mbps paths to put the subflows
on. Hence, the α-best fit algorithm offers a greater degree of
optimization along with failure protection when compared
to SFO [9].

8. Conclusion and Future Enhancements

As can be shown, MPTCP can be quite useful in a cloud set-
ting for live VM migration. This capacity reduced service
downtime, allowing for enhanced service quality. The results
in Section 6 show that adding a single active data channel
reduced service downtime by nearly half. In addition to sev-
eral paths for data transfer between the host machines, the
service downtime was decreased from 1.12 seconds to 0.58
seconds. Reduced service downtime enhances end-user
experience and overall cloud performance in terms of
responsiveness and reliability. We addressed the necessity
to optimize MPTCP connections by providing an algorithm
4.1. A more elaborate approach was presented that takes into

account not only the optimization of subflows but also the
improvement of reliability and performance in case of path
breakdown.

The proposed α-best fit approach can be used in conjunc-
tion with the precopy in the cloud to improve the efficiency of
live VM migration. The α-best fit algorithm saves a lot of
bandwidth by optimizing its consumption. The algorithm’s
failure prevention clause boosts its reliability. Also, the aggre-
gate bandwidth of the α-best fit algorithm’s subflows is less
than the SFO’s subflows [9]; yet, it meets the bandwidth
requirements. Our results also show that the aggregate band-
width of subflows from the α-best fit method changes within
a narrow region near the bandwidth requirement.

The service downtime for live migration of instances can
be further reduced by using a separate migration method in
conjunction with ours. For example, adaptive memory com-
pression [24], CR/TR motion [30], delta compression [5],
and CPU scheduling for synchronization have all been
added to precopy. These changes will reduce service down-
time. Others like the postcopy algorithm [31] or a hybrid
strategy that incorporates the benefits of both precopy and
postcopy algorithms can also be employed in the cloud using
MPTCP in future.
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One of the most common causes of death from cancer for both women and men is

lung cancer. Lung nodules are critical for the screening of cancer and early recognition

permits treatment and enhances the rate of rehabilitation in patients. Although a lot

of work is being done in this area, an increase in accuracy is still required to swell

patient persistence rate. However, traditional systems do not segment cancer cells of

different forms accurately and no system attained greater reliability. An effective screening

procedure is proposed in this work to not only identify lung cancer lesions rapidly but

to increase accuracy. In this procedure, Otsu thresholding segmentation is utilized to

accomplish perfect isolation of the selected area, and the cuckoo search algorithm is

utilized to define the best characteristics for partitioning cancer nodules. By using a

local binary pattern, the relevant features of the lesion are retrieved. The CNN classifier

is designed to spot whether a lung lesion is malicious or non-malicious based on the

retrieved features. The proposed framework achieves an accuracy of 96.97% percent.

The recommended study reveals that accuracy is improved, and the results are compiled

using Particle swarm optimization and genetic algorithms.

Keywords: cancer, lung cancer, machine learning, artificial intelligence, deep learning, cancer detection

INTRODUCTION

The most well-known reason for death because of malignant growth is lung cancer. The second
most habitually analyzed type of malignancy is lung cancer. Pneumonic nodules are apparent in the
lung to evaluate metastases from different malignancies (1, 2). Computed tomography (CT) is the
most significant image mode for assessing progress/crumbling and for observation and decision-
making malignant lung growths. As a result of the precocious presentation of lung malignancy
by CT, doctors can be suggested more productive treatments (3, 4). Guess and recuperating
components for scattered sickness with precise malignancy stages are required for orderly and
consoling treatment (5). The early conclusion of the period of lung malignancy is firmly connected
to the patient’s continuance rate (6). In clinical terms, the disease is known to be strange hyperplasia
and significantly beyond what 200 sorts can influence the individuals (7). According to the ACS
(American Cancer Society), lung malignancy is the main cause of death in both men and women in
the United States. about a total of 2,28,820 new lungmalignancy cases were estimated, with 1,35,720
deaths (8). It causes a larger number of deaths than other malignant tumors. Early recognition of
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tumorous lung nodules is the key factor for patient survival
rate. When contrasted with chest X-ray imaging, CT perceives
the tumorous nodules consistently at an underlying stage
(9). Practically all radiologists use CT by exploring multiple
pictures from a solitary patient. Thus, the exhaustion of the
radiologists can prompt wrong analysis. Hence, the exact physical
valuation measure is tedious and colossally inconsistent (10). A
precise segment is noteworthy for the right valuation of nodule
improvement and for the arrangement of malignant nodules
(disease cells) from benign ones (non-disease cells). The reason
for this work is to exactly recognize the nodules over the CT
lung pictures.

The proposed instructional method pulls back, utlilizing a
middle method to reduce confusion based on the CT image.
Second, a crossover division approach is utilized to isolate the
lung zone from its environmental factors. The proposed division
strategy utilizes the Otsu thresholding to eliminate superfluous
groups, consequently isolating the specific lung locales, and
nodules of interest can be decisively characterized by cuckoo
inquiry advancement. Third, the assortment of surface highlights
for the particular nodule is undisturbed by parallel neighborhood
examples at the feature stage. Finally, the highlights of the
sectioned lung nodules are prepared by the CNN classifier to
distinguish the lesions as malignant or non-malevolent.

RELATED WORK

In 2019, Ananya et al. (11) developed a multi-approach system
for lung cancer categorization using genetics. They assessed false
negatives and true positives for classification accuracy in this
study, but not detected accuracy.

In 2019, Venkatesh et al. (12) developed an innovative
approach to detect lesions based on a GA and LBP. This process
achieves an accuracy of 90%.

In 2019. Preeti et al. (13) introduced a lung cancer detection
framework based on the fuzzy c-mean clustering and SVM
classifier techniques

In 2019, Senthil Kumar et al. (14) introduced an approach
for detecting lung lesions using GCPSO. In this work, multiple
optimization techniques are used to classify cancer in CT images.
The process obtained a precision of 95%.

In 2018, Perumal et al. (15) proposed an ABC algorithm for
malignancy recognition and classification. This guidance attained
a 92% accuracy.

In 2017 Ammar et al. (16) established an early diagnostic
architecture for genetically altered tumor detection. In this study,
the authors achieved an accuracy rate of 84%.

In 2017 Kamil et al. (17) introduced a DWT-based lung
lesion detection system. In this method by using subtraction and
erosion techniques images are analyzed to remove the cancer
region. This approach yielded an accuracy of 89%.

In 2016 Mukesh et al. (18) introduced a DWT-based method
for assessing a high volume of tissues in chest X-ray images. Using
this method, the authors were able to achieve an accuracy of 86%.

In 2014 Santos et al. (19) described an area development
and Hessian matrix to identify minor respiratory lesions. The
presented approach achieves a classification accuracy of 88.4%.

In 2014, Jinsa and Gunavathri (20) reported an ANN-based
lesion categorization technique. They were able to classify with
an accuracy of 93.3%.

The principal gap has indeed been extended due to the lack
of research publications that demonstrate computations. Because
of poor directionality, slower processing, greater calculation
time, and complex computations, the methods suggested by
the authors mentioned above are less effective in all cases. As
a result, an interactive technique for identifying lung cancer
in CT images is suggested in this article, which uses the otsu
threshold-based Cuckoo search algorithm, Local Binary Pattern
for image retrieval, and CNN for classification to conquer all
of the shortfalls of the existing methods. By selecting the most
cost-effective strategy, optimization algorithms tend to produce a
solution for image processing processes.

MOTIVATION AND CONTRIBUTION

Lung cancer is confirmed by physicians after a thorough
examination of CT scans, which requires a lot of time and is
not always accurate. To create imagery as precise, operational,
and efficient as possible, state-of-the-art optimization techniques
and image processing approaches were required. The proposed
technology will aid doctors in accurately identifying lung nodules
at an early stage, as well as studying the internal anatomy. As
a part of the contribution, some glitches related to lung cancer
detection are discussed here. The region of interest is retrieved
using Otsu thresholding and cuckoo search optimization, which
is a novel approach to segmentation. This proposed partitioning
approach requires only a few parameters to precisely separate
nodules of varied sizes and shapes.

Proposed Methodology
Figure 1 depicts the prospective lung malignancy diagnostic
procedure, which comprises five phases: (1) contrast
enhancement and Noise reduction through pre-processing,
(2) Otsu thresholding based cuckoo search algorithm to segment
the lesion from its backgrounds, (3) retrieval of regions of
concern, (4) retrieval of descriptors from segmented lung lesions,
and, in the last phase, (5) SVM has been used to assess if the
lesion was abnormal or normal. The next sections provide
detailed descriptions of the above-mentioned phases.

Image Acquisition
It is the basic step before proceeding with other critical steps. It
is a method for processing a digital image from a database (21).
Numerous sorts of scanners, such as X-Ray, MRI, and CT, are
used to obtain the images. The CT image was captured using a CT
scanner. It is a type of scanning that creates cross-section scans
for each pixel (22).

Pre-processing
The equations should be inserted in editable format from the
equation editor. It is then procedure to improve image details.
The basic idea is to suppress noise, which corrects undesired
distortions and enhances the associated attributes of the image
for subsequent processing (23). Because all techniques are
sensitive to noise, efficient images pre-processed allow for better
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FIGURE 1 | Architecture of proposed method.

segmentation and, as a result, better classification. The size of the
pixel area could be used to classify pre-processing procedures.
Image enhancement employs these techniques. Enhancement
operations operate on the image pixels of the neighborhood
and the corresponding values of the neighborhood. Contribute
quality to the images by decreasing noise and distortion (24).

f (x)=a0+

∞
∑

n=1

(

an cos
nπx

L
+bn sin

nπx

L

)

Median Filtering
Salt and pepper noise can be found on CT scans. The finest
features are obscured by these impacts. By keeping the frontier
of the image as fine as possible, this filtering lowers salt and
pepper noise (12). This filter gathers information from a sample
within a non-averaged window (25). The edges of the filter are
better managed than those of other linear filters. The following
equations are used to get the median value.

M
(

g
)

=

n
∑

k=1

∣

∣xk−g
∣

∣ . (1)

g = median {x1,x2, . . . . . . . . . .xn} . (2)

Otsu Thresholding Segmentation With
Optimization
Otsu Thresholding
The goal of this strategy is to scour specified like-classes of
pixels in a picture for the closeness of neighboring pixels in
order to generate a concentrated image object. Separating the

background and sub-regions in medical imaging is tough (26).
The Otsu segmentation algorithm works better to “recognize”
or “smear” the context contents of the front objects. It is an
adaptive threshold binarization procedure proposed by OTSU
in 1979. This procedure uses the highest within-class variance
between the context and the target based on the rule of threshold
assortment (27). It segments the image into the forefront and
the contextual based on the characteristics of gray level values.
If the finest threshold is attained, the gap between the two
regions is the highest. The Otsu algorithm, in general, utilizes the
greatest within-class variance. The larger the variance value, the
wider the difference between the two areas, since variance is a
useful determinant of uniform gray distribution. If some areas
are wrongly segmented into contextual or if some contextual
is segmented into areas, then the gap is too small between the
two areas. As a result, if the variance among groups is higher,
the likelihood of incorrect classification is lowered, resulting in
cohesive segmentation.

The following is the main principle of OTSU-based
threshold segmentation:

Let us call the gray values g and the number of pixels nx. Then

P =
∑L−1

x=0
nx=n0+n1+n2+ . . .+nL−1. . . (3)

where g = 0, 1,..., L-1, and P indicate the number of pixels.
Suppose C1 and C2 are the two kinds of pixels. C1 pixels have
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a range of [0,x] while C2 pixels have a range of [x+ 1,L1].

σ 2
Gv=

∑L−1

g
(g−mGv)

2. (4)

σ 2
Bv=P1(m1−mGv)

2
+P2(m2−mGv)

2 (5)

The below-mentioned calculations are used to compute the
mean intensities.

m1=
1

P

∑x

g
g.Pg (6)

m2=
1

P

∑L− 1

g=x+1
g.Pg (7)

mGv=
∑L−1

g=0
g.Pg (8)

where m 1 and m 2 are the C1 and C2 pixel average
intensities, and m Gv is the global mean intensity. Lastly, the
ratio τ , which is provided below, is used to determine the
ideal threshold.

τ =
σ 2
Bv

σ 2
Gv

(9)

Cuckoo Search Optimization
The cuckoo generation function is projected using this approach,
which reduces the implications. A large number of nests are
accessible during the search procedure. The location of the
cuckoo egg has been discovered as a novel solution (28). The
steps in the search procedure are as follows. A cuckoo bird
places one egg at a time in a randomly chosen nest. The
parasite nests were static, and the number of eggs in the nests
would increase until they reach their highest level. When the
cuckoo’s egg is spotted, the host bird seems to have the choice
of chucking the egg away or scrapping the nest and forming a
new one.

The Levy flight theory has improved the CS algorithm (29).
This CS technique is used to calculate the appropriate threshold
for eliminating the lung nodule.

The following analogy is incorporated into the proposed
technique for optimum selection (Algorithm 1):

The new solution, which depicts the subcategory of
thresholds, is depicted by the egg of a cuckoo. This is also
utilized for segmentation of the lung nodule. The grade of eggs
for each host nest is either 0 or 1, which mimics the segmentation
procedure’s threshold partition. Pa is the probability that a
cuckoo’s egg will be discovered by the host bird. Pa has a
predefined threshold. It demonstrates the principle of removing
the least relevant threshold subgroups and, as a result, removing
these threshold values from further analysis.

Feature Extraction
The LBP operator was established to determine texture in the first
place (30). By thresholding an image with the central pixel value
and taking the result as a binary quantity, the operator applies
a mark to each pixel (31). The picture of the Lung CT could be
considered as a micro-pattern structure that the LBP operator
can well portray. The steps for extracting the characteristics are
outlined below.

Algorithm 1 | Cuckoo search algorithm.

Step1: Initialization parameters: n, Pa, & M where n=number of host nests; pa :

probability of discovery of alien, M: maximum number of iterations

Step2: Generate initial n host, n_it

Step3: Evaluate f(n_it)

Step4: Generate a new solution nt+1
i = nti + α ⊕ Lev

′

y (γ )

Where the symbol ⊕ is entry-wise multiplication,

α >0 indicates the step size, Levy(γ)= g−γ (1< γ ≤3)

Step5: Evaluate f (nt+ 1
i )

Step6: Choose a nest njrandomly

Step7: If (ntj )> (nt+1
j ) then Replace ntj with n

t+ 1
j

Step8: Confiscate a worse nest with Pa

Step9: Construct new nest using Levy flights

Step10: Retain the best solutions

• Divide the window looking at into cells.
• In a cell, collate each pixel with its neighbors.
• If the value of the center pixel is larger than the value of the

neighbor pixel, assign “1”; otherwise, assign “0”.
• A binary number is created by comparing all of the pixels.
• Lastly, over the cell, compute the histogram. The

LBP value can be calculated using the expression
LBPUX,Y where U represents uniform pattern and X,Y
indicate neighborhood.

LBPX,Y=
∑m−1

0 s(Ps−Pc )2s (10)

s(t) =

{

1 t ≥ 0

0 t < 0
(11)

Pc is the gray value of the center pixel, P s is the intensity value of
the location pixels (m= 0, 1,......m-1), andm is the image element
well within range Rwhere R is higher than zero (R> 0), creating a
regionally oriented neighborhood set. After identifying each pixel
in a picture, a histogram is created to define the texture image
(32, 33).

CLASSIFICATION

CNN belongs to DNN group which is comprised of numerous
hidden layers, like RELU, fully linked, pooling and convolution
layer, etc. CNN securities weights in the coevolutionary
layer, which lowers the network latency, and enhances
network performance (34). CNN’s prominent features
are prevalent weights, local networking, and neuronal
3D sizes. A feature map is created with a kernel by a
convolution layer of diverse sub-regions of the input image
(35). Then, a nonlinear function is added to the RELU
layer to progress the convergence possessions when the
error is small. The architecture of CNN is as shown in
Figure 2.

In relation to complex layers, CNNs quite often incorporate
pooling layers (36). They are principally used only for
lessening the dimensions of the tensor and speeding up
estimations (37). All such layers are simple. So, the image
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FIGURE 2 | Architecture of CNN.

FIGURE 3 | (A) Input CT image. (B) Filtered output.

FIGURE 4 | (A) Extracted output. (B) Segmented output.

is to be split up into smaller portions in the pooling
layer and for each portion, the maximum value is selected
and then accomplished in some process for each portion

(38). After being portioned, it is placed in the output in
the respective position. RELU is a rectified linear unit, as
well as a form of hidden layers. The activation function is
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FIGURE 5 | Classification output.

FIGURE 6 | GUI output.

most popularly used in neural networks, predominantly in
CNNs (34).

SIMULATION RESULTS

Lung cancer is diagnosed in CT medical images using the novel
cuckoo search algorithm and attributes are determined in this
study. Lung cancer CT images were collected from a private
hospital (Satyam diagnostic center, Anantapur). The adaptive
threshold issue in this study is referred to as an optimization
problem and it can be resolved using the CSA approach. In this
study, the outcomes of the suggested method were compared

to those of the PSO and GA algorithms. This work has been
carried out by MATLAB software. When compared to open-
source tools, MATLAB has a great affinity with deep learning
techniques as well as hardware tools. Also, open-source tools
have a hard time bringing all of the libraries together in
one spot.

This study relies on my prior work (39), in which
the outcomes were produced using a Genetic algorithm
and particle swarm optimization approaches in addition to
LBP and CNN. Cuckoo search optimization is used in
this work, together with CNN and LBP, to enhance the
accuracy. The input and median filter output of CT lung
cancer pictures are depicted in Figure 3. Low-frequency noise
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FIGURE 7 | Statistical results graphical representation.

and distortion are common in CT scan images. To reduce
noise and distortion, the input image is processed with a
median filter.

To identify lung lesions in the CT image, it is split
into multiple clusters and then optimized using the Otsu
thresholding approach. The CT scan is first split using
simple Otsu thresholding, which improves the segmented
classes’ variation, or “all class variance.” The result of the
thresholding technique can be enhanced by processing it
with cuckoo search optimization. Following partitioning, the
image is subjected to LBP feature extraction, which extracts
the textural features before extracting the detected output
(see Figure 4).

After image retrieval, the image is given to CNN classification,
which assesses the image as normal or abnormal by showing
a message such as “Tumor is MALIGNANT” or “Tumor
is BENIGN,” as illustrated in Figure 5. The system’s general
function is created in a GUI, as seen in Figure 6. The statistical
results like performance metrics obtained by 200 iterations
for the input image are shown in graphical representation in
Figure 7.

Table 1 showed that the suggested approach yields
higher accuracy of 97%, the sensitivity of 97.8%, specificity
of 92.6%, PSNR of 45.38%, and low MSE of 0.013
than conventional systems. These optimum results
are obtained for 200 iterations (Our earlier proposed
systems).

TABLE 1 | Attributed obtained from the proposed method.

Parameters Proposed Method

(CSO+CNN+LBP)

MSE 0.013

PSNR (%) 45.38

Specificity (%) 92.672

Sensitivity (%) 97.806

Accuracy (%) 96.979

TABLE 2 | Comparative Results with proposed method.

Parameters Proposed

Method

(CSO+CNN+LBP)

(PSO+SVM+LBP) (GA+SVM

+LBP)

MSE 0.013 0.0301 0.0651

PSNR 45.38 33.2788 27.5311

Specificity (%) 92.672 60.0000 90.4950

Sensitivity (%) 97.806 96.5783 83.7143

Accuracy (%) 96.979 96.9391 90.4937

Table 2 shows that the suggested approach has higher
accuracy (97%) than conventional systems (Our earlier proposed
systems). The Comparative Results Graphical Representation is
shown in Figure 8.
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FIGURE 8 | Comparative results graphical representation.

CONCLUSION

In this article, a strong approach for recognizing lung cancer
in CT images is developed. For exact cancer diagnosis
in CT lung images, the Otsu thresholding-based cuckoo
search optimization and CNN classifier approach were
used. Based on the simulation findings, it is observed that
the suggested method reliably segments CT images and
detects lesions of various forms and sizes. Subsequently,
the proposed approach comprises successive stages that
continuously yield the last detection result. The techniques
that are utilized in different stages are basic and simple
to actualize.

Based on the simulation findings, the accuracy of the proposed
framework’ is calculated to be 96.97%, which is greater than any
other demonstrative framework found in the literature. As for
future work, a powerful strategy could be created by supplanting
the CNN Classifier with a profound deep learning method and
CAD tools. One may improve the structure for images of lung
cancer in different modalities.
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A B S T R A C T   

The pure component properties are estimated for active pharmaceutical ingredients that are 
related or proposed for the treatment of severe acute respiratory syndrome-CoronaVirus-2. These 
include Baricitinib, Camostat, Chloroquine, Dexamethasone, Hydroxychloroquine, Fingolimod, 
Favipiravir, Thalidomide, and Umifenovir. The estimations are based on group contribution+

(GC) models that contain combined group contribution and atom connectivity index with un-
certainties in the estimated property values. The thermodynamic properties that are reported 
include boiling point, critical temperature, critical pressure, critical volume, melting point, 
standard Gibb’s energy of formation, standard enthalpy of formation, enthalpy of fusion, enthalpy 
of vaporization at 298 K, enthalpy of vaporization at boiling point, entropy of vaporization at 
boiling point, flash point, Hildebrand solubility parameter, octanol/water partition coefficient, 
acentric factor, and liquid molar volume at 298 K. The reported properties are not available in the 
literature and thereby is an incremental development for reliable process engineering.   

1. Introduction 

The Global Pandemic COVID-19 also known as Severe Acute Respiratory Syndrome-CoronaVirus-2 (SARS-CoV-2) has affected the 
entire world. The pandemic has involved clinicians around the globe to put in an unprecedented effort to develop a better healthcare 
system. To date, the World health organization (WHO) has issued an emergency use listing for the Pfizer COVID-19 vaccine 
(BNT162b2), AstraZeneca/Oxford COVID-19 vaccine, and Ad26.COV2. S (Johnson & Johnson). The other includes Sputnik V (Russia), 
Covaxin (India) Corovac (China), Sinopharm (China), Kexing (China), and Moderna (USA). Ramdesivir has been approved by FDA and 
has shown clinical evidence for specific treatment against SARS-CoV-2 [1]. Furthermore, the different vaccines are being underde-
veloped around and are at various stages of trials. This pandemic as of November 2021, has resulted in 261,926,070 confirmed cases 
with 5220, 328 deaths, and 236,538,716 recovery cases, while among the active cases, 20,038,269 cases are in mild condition and 83, 

Abbreviation: Tb, normal boiling point; Tc, critical temperature; Pc, critical pressure; Vc, critical volume; Tm, normal melting point; ΔGf , standard 
Gibbs energy of formation; ΔHf , standard enthalpy of formation; ΔHfus, normal enthalpy of fusion; Hv, enthalpy of vaporization at 298 K; Hvb, 
enthalpy of vaporization at the normal boiling point; Svb, the entropy of vaporization at the normal boiling point; Fp, flash point; TAiT , auto-ignition 
temperature; δDδPδH, Hansen solubility parameters; δ, Hildebrand solubility parameter; LogKow, octanol/water partition coefficient; ω, acentric 
factor; Vm, liquid molar volume at 298 K. 
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757 cases in a serious or critical condition [2]. Apart from the vaccine, the treatment of the patient by physicians are mainly de-
pendents on the symptom they possess and for the critically ill patients, mainly oxygen therapy or ventilator support is provided. The 
drugs/ active pharmaceutical ingredient (API) that are presently used or in combination for the treatment of mild symptoms are 
hydroxychloroquine [3], chloroquine [4] combination of are hydroxychloroquine and azithromycin [5], remdesivir [6–7], lopinavir 
[8–9] and ritonavir [10]. The candidate drugs in combination are still in clinical trials to combat COVID-19 by various pharmaceutical 
companies. Likewise, antimalarial drugs such as chloroquine by Sanofi (Aralen) and hydroxychloroquine by CaoSanofi (Plaquenil); 
Mylan, Teva, Novartis, Bayer, Rising Pharmaceuticals. While the antivirals to combat COVID-19 are Remdesivir by Gilead Sciences; 
Favipiravir by Fujifilm Toyama Chemical and Umifenovir by Pharm standard. The other drugs such as Baricitinib by Concert Phar-
maceuticals, Inc., USA; Dexamethasone by the University of Oxford; Phase-II/III) and fingolimod by Fujian Medical Uni-
versity/Novartis; the clinical stage is presently developed to combat COVID-19. 

Once the aforementioned drugs are clinically approved, there will be a requirement of their bulk scale production which in turn 
requires their physical and chemical thermodynamic properties data set. This data is useful for chemical/process engineers to perform 
tasks or understand the process design, simulation, and optimization for product development. For the estimation of properties of 
compounds, the Quantity Structure-Property Relationship method can be used that contains an empirical relationship [11]. This 
method uses the chemical structure of the compound in which atoms, bonds, groups of atoms in the molecule, topological indices, and 
molecular descriptors are used for the estimation of properties. Over the year’s different empirical relationships based on group 

Table 1 
Details on the compounds.  

Molecule Name Structure Formula Molar Mass (g/mol) CAS No. 

Baricitinib C16H17N7O2S 371.42 1,187,594–09–7 

Camostat C20H22N4O5 398.412 59,721–29–8 

Chloroquine C18H26ClN3 319.872 54–05–7 

Dexamethasone C22H29FO5 392.464 50–02–2 

Favipiravir C5H4FN3O2 157.104 259,793–96–9 

Fingolimod C19H33NO2 307.471 162,359–55–9 

Hydroxychloroquine C18H26ClN3O 335.872 118–42–3 

Thalidomide C13H10N2O4 258.23 50–35–1 

Umifenovir C22H25BrN2O3S 477.414 131,707–23–8  

H. Nagar et al.                                                                                                                                                                                                         
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contribution (GC) methods such as Joback and Reid, Lydersen, Klincewicz and Reid, Constantino and Gani, and Marrero and Gani has 
been reported for the estimation of properties of pure organic, inorganic, organometallic, polysaccharides, polymers, and lipid 
compounds and their mixtures [12–20]. This property includes critical properties [21–23], parameters of state equations [24–25] 
acentric factor [26–27], activity coefficients [28], vapor pressure [29–30], liquid viscosity [31], gas viscosity [32], heat capacity [33], 
enthalpy of vaporization [34], entropy of vaporization [34], normal boiling temperature [20–21], liquid thermal conductivity [35], 
gas thermal conductivity [36], gas permeability and diffusion coefficients [37], liquid density [38–39], surface tension [40] and flash 
temperatures [41]. The application range and reliability of this method are largely dependent on several factors such as the group 
definitions used to represent the molecular structure of the pure components; the property model and the quantity and quality of the 
experimental dataset used in the regression to estimate the model parameters. These GC methods generally do not have all the needed 
parameters, such as groups and/or their contributions for drugs or larger and complex molecular weight compounds for a specific 
property. For such special cases, where the molecular structure of a given component is not completely described by any of the 
available groups, the atom connectivity index (CI) method can be employed together with the GC method to create the missing groups 
and to predict their contributions. This combined approach leads to the development of a group-contribution+ (GC+) method of a 
wider application range than before since the missing groups and their contributions can now be easily predicted through the regressed 
contributions of connectivity indices. The statistical indicators that are used are assessing the parameters for the group contribution 
method includes standard deviation, average absolute or relative error, and regression coefficient. The inclusion of uncertainty into 
model parameters are added advantages that are not generally reported. This uncertainty in properties plays an important role in the 
design and simulations of unit operations such as distillation, liquid-liquid extraction, and others [42]. P.M. Mathias [43] and Hajipour 
and Satyro [44] have shown the necessity and effect of uncertainties on the optimization calculations using computer-aided software 
(ASPEN, CAMD, MD). So, in consideration of its importance for reliable and accurate property prediction calculations in engineering 
design, the present work estimates the properties of important compounds based on GC+ property models. This model is developed by 
A. S. Hukkerikar et al. [45] that considers a systematic property modeling procedure with an extended CAPEC database that includes 
new experimental data on various polyfunctional, polycyclic, and complex components with their experimental uncertainty. A total of 
3510 compounds that include hydrocarbon, oxygenated, nitrogenated, chlorinated, fluorinated, brominated, iodinated, sulfonated, 
multifunction compounds are used as data set for the regression and parameter estimation. The model helps to estimate the properties 
of the compound based on their molecular structure and has shown good accuracy for predicting the properties of the chemical, 
biochemical, and pharmaceutical compounds. 

The present study estimates the pure component properties for 9 APIs that include Baricitinib, Camostat, Chloroquine, Dexa-
methasone, Hydroxychloroquine, Fingolimod, Favipiravir, Thalidomide, and Umifenovir based on the GC method (Table 1). A total of 
16 pure component properties are estimated that includes the normal boiling point (Tb), critical temperature (Tc), critical pressure (Pc), 
critical volume (Vc), normal melting point (Tm), standard Gibbs energy of formation (ΔGf ), standard enthalpy of formation (ΔHf ), 
normal enthalpy of fusion (ΔHfus), enthalpy of vaporization at 298 K (Hv), enthalpy of vaporization at the normal boiling point (Hvb), 
the entropy of vaporization at the normal boiling point (Svb), flash point (Fp), auto-ignition temperature (TAiT), Hansen solubility 
parameters (δD,δP,δH), Hildebrand solubility parameter (δ), octanol/water partition coefficient (LogKow), acentric factor (ω), and liquid 
molar volume at 298 K (Vm). Thereby, the present work is an important source for knowledge about possible drug candidates or active 
pharma ingredients that are of prime interest shortly 

2. Model and methodology 

The details about the model development and methodology are reported by A.S. Hukkerikar et al. [45] and Marrero and Gani (MG) 
[46]. In brief, the estimation of properties is based on a collection of 3 different types of groups viz. 1st order, 2nd order, and 3rd order 
are present in the compound. In the 1st order, simple molecules are considered that allow estimating the contributions to the property 
of different classes of organic compounds. The larger group or polycyclic, polyfunctional, and heterocyclic are not be considered here 
and each group is be kept as small as possible. The entire molecule needs to be covered and no fragments of the given should be left out 
in 1st order estimations. The overlapping is not allowed and the contributions are independent of the molecule in which the group has 
occurred. While in the case of 2nd and 3rd order groups, the information/contribution of the molecular fragments or the structural 
information is considered that otherwise is not provided by the 1st order group. The contributions of the polyfunctional and isomeric 
compounds are better described by the 2nd order group and the entire molecule need not be covered/described as that in the case of 1st 
order. Partial overlapping is allowed but one group should not completely overlap the others and in such case the molecule with the 
complete overlapping need to be considered. 2nd order group fails to provide the information of multi-ring compounds. The infor-
mation about a multi-ring compound or fused aromatic rings, non-aromatic rings, and non-fused rings joined by chains with the 
different functional groups are covered in the 3rd order groups. The property prediction model with multilevel successive contribution 
can be described by the following general Eq. (1) given by MG: 

f (x) =
∑

i
NiCi + w

∑

j
MjDj + z

∑

k
OkEk (1) 

In this equation, the function f(x) is dependent on the property X. The Ci is the contribution of the 1st order group of type i that has 
an occurrence of Ni times, Djis the contribution of the 2nd order group of type j that has an occurrence of Mj times and Ek is the 
contribution of the 3rd order group of type k that has an occurrence of Ok times in the molecule. In the first step, the value of w and z 
are set zero for the 1st level of estimation of a given property with Ci contribution. In the second step case of the 2nd level of estimation, 
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the constants w and z are assigned unity and zero values, respectively because only 1st and 2nd order groups are involved while in the 
3rd level, both w and z are set to unity values. The property function f(x) is used to define the different properties and is detailed in 
Table 2. The universal constant/adjustable parameters required for the estimation of 16 thermodynamic properties are reported in 
Table 3. The MG method reported herein is analyzed through step-wise regression method (STRM) and simultaneous regression 
method (SIRM) and the results are detailed in the next section. 

The deviation in the estimated thermodynamic properties was used using absolute relative deviation (ARD) that is defined as 

ARD =
xi − xj

xj
× 100 (2) 

Here, xj is the experimental thermodynamic property and xi is predicated on the thermodynamic property based on STRM and 
SIRM. 

3. Result and discussion 

The thermodynamic properties of the API were estimated based on the group contribution+ (GC) model that contains combined 
group contribution and the atom connectivity index. The model parameters considered have standard uncertainties in the prediction of 
the thermodynamic property. Each drug/molecule is split into different subgroups at each level for the estimation of the property. 
Table 4 reports the subgroups, group number, and their occurrence that are considered for predicting the thermodynamic properties of 
Baricitinib, Camostat, Chloroquine, Dexamethasone, Hydroxychloroquine, Fingolimod, Favipiravir, Thalidomide, and Umifenovir. 
Based on their contribution at each level i.e., contributions to 1st order group, 2nd order group, and 3rd order groups, the overall 
contribution to thermodynamic functions f(x) is calculated using Eq. (1). Table S1 reports the detailed contribution that is considered 
for the estimation of thermodynamic properties (Tb, Tc, Pc, Vc, Tm, ΔGf , ΔHf , ΔHfus, Hv, Hvb, Svb, Fp,δ, LogKow, ω, and Vm) based stepwise 
(STRM) and simultaneous (SIRM) regression methods. While the estimated thermodynamic properties are reported in Table 5. Among 
the 16 thermodynamic properties estimated for the 9 APIs, only the experimental normal melting point (Tm) and for a few octanol/ 
water partition coefficients (LogKow) is reported in the open literature and is mentioned also mentioned in Table 5. The other ther-
modynamic properties are not found in the literature to the best of our knowledge. The estimated normal melting point (Tm) and 
octanol/water partition coefficient (LogKow) was therefore compared with that of literature for the performance evaluation of the 
mentioned GC method. The statistical performance indicator used in the present study is an absolute relative deviation (ARD). 

The estimated Tm for the Baricitinib was found to be 492.478 K that showed an ARD of 1.093 (STRM) with that of reported A. S. 
Alshetaili et al. [47]. While the enthalpy of fusion ΔHfus showed a high ARD of 18.7 with that reported in the literature [47]. The 
Hansen solubility (δ) for the Baricitinib was found to be 27.197 MPa1/2 and was closer with reported literature [47] with a value of 
28.90 MPa1/2. While the octanol/water partition coefficient (LogKow) is estimated to be 0.252 and consistent with Pengfei Xu et al. 
(0.24) [48]. The Camostat estimated Tm was found to be 497.05 K (SIRM) with an ARD of 2.85 with that of experimental data reported 
by J. Yin et al. [49]. While the Chloroquine estimated Tm was found to be 385.54 K against the reported value of 363.15 K by M. 
Staderini et al. [50]. The estimated Tm for Dexamethasone showed an ARD of 10.87 with that of reported Tm of 524.60 K [51] and was 
mainly with complex structure and fluorinated compounds present in it. Also, the normal enthalpy of fusion (ΔHfus) was found to be 
32.55 kJ/mol and that showed very high ARD (29.27) with reported by X. Cai et al. [50]. The estimated Tm for Favipiravir was found to 

Table 2 
Property, function and group contributions for the estimation of properties of the compound.  

Property (x) Function (f(x)) Group Contribution terms 

Normal boiling point (Tb) exp(Tb /Tb0)
∑

i
Ni Tb1i +

∑

j
MjTb2j +

∑

k
OkTb3k  

Critical temperature (Tc) exp(Tc /Tc0)
∑

i
NiTc1i +

∑

j
MjTc2j +

∑

k
OkTc3k  

Critical pressure (Pc) (Pc − − Pc1) − 0.5 − − Pc2  
∑

i
NiPc1i +

∑

j
MjPc2j +

∑

k
OkPc3k  

Critical volume (Vc) Vc − − Vc0  
∑

i
NiVc1i +

∑

j
MjVc2j +

∑

k
OkVc3k  

Normal melting point (Tm) exp(Tm /Tm0)
∑

i
NiTm1i +

∑

j
MjTm2j +

∑

k
OkTm3k  

Standard Gibbs energy of formation (Gf ) Gf − − Gf0  
∑

i
NiGf1i +

∑

j
MjGf2j +

∑

k
OkGf3k  

Standard enthalpy of formation (Hf ) Hf − − Hf0  
∑

i
NiHf1i +

∑

j
MjHf2j +

∑

k
OkHf3k  

Standard enthalpy of vaporization at 298 K (Hv) Hv − − Hv0  
∑

i
NiHv1i +

∑

j
MjHv2j  

Normal enthalpy of fusion (Hfus) Hfus − − Hfus0  
∑

i
NiHfus1i +

∑

j
MjHfus2j +

∑

k
OkHfus3k  

Octanol/Water partition coefficient (LogKow) LogKow − Kow0  
∑

i
NiLogKow1i +

∑

j
MjLogKow2j +

∑

k
OkLogKow3k  

Flash point (Fp) Fp − Fp0  
∑

i
NiFp1i +

∑

j
MjFp2j +

∑

k
OkFp3k  

Enthalpy of vaporization at normal boiling point (Hvb) Hvb − Hvb0  
∑

i
NiHvb1i +

∑

j
MjHvb2j +

∑

k
OkHvb3k  

Entropy of vaporization at normal boiling point (Svb) Svb − Svb0  
∑

i
NiSvb1i +

∑

j
MjSvb2j +

∑

k
OkSvb3k  

Hildebrand solubility parameter (δ) δ − δ0  
∑

i
NiδD1i +

∑

j
MjδD2j +

∑

k
OkδD3k  

Acentric factor (ω)
exp

(
ω
ωa

)ωb

− ωc  

∑

i
Niω1i +

∑

j
Mjω2j +

∑

k
Okω3k  

Liquid molar volume (Vm) Vm − Vm0  
∑

i
NiVm1i +

∑

j
MjVm2j +

∑

k
OkVm3k   
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be 465.51 K with a relatively low deviation of 3.41 K with that reported by Q. Guo et al. [52]. Fingolimod showed the lowest ARD with 
an estimated Tm of 398.69 K and 396.30 K based on STRM and SIRM method. An ARD of 0.36 and 0.95 was found with that reported by 
S. R. Shaikh et al. [53]. H. Gunaydin reported the octanol/water partition coefficient (LogKow) of 2.8 that has a percentage ARD of 0.29 
with STRM (4.5) [54] The estimated Tm for Hydroxychloroquine is 417.16 K (STRM) with an ARD 12.05 [55]. Also, the estimated 
octanol/water partition coefficient based on STRM (LogKow) (3.22) was found coherent with that reported by M. Nimgampalle et al. 
with a value of 3.58 [56]. Similar to dexamethasone, Thalidomide estimated Tm(441.49 K) should a high ARD of 18.71 with that of 
reported Tm of 543.15 K by et al. B.D. Vu et al. [57]. The presence of carboxyl carbonyl groups and fused aromatic rings are the possible 
reason for larger deviations. The Umifenovir estimated Tm was found to be 447.21 K (STRM) with an ARD of 7.72 58. A. Kons et al. 
[58]. 

Based on the above statistical analysis of Tm the overall average relative deviation for all the APIs was found to be 7.27 and 8.39 for 
STRM and SIRM methods, respectively. This relative deviation in the predicted properties is related to the experimental data set that 
was used for regression and the estimation of universal constants for empirical correlations. The group-contribution+ (GC+) method 
used in the present work is developed from the DIPPR 801® databank that has used experimental data with reported uncertainties. The 
experimental data itself has standard uncertainties in the measurements. For example, the normal boiling point [K] with data points of 
1306 has an experimental average measurement error of 6.32% while that of predication based on the GC + method has 6.17%. 
Similarly, the deviations are seen for Normal melting point [K] with data points of 1385 has an experimental average measurement 
error of 5.10 while that of predication has 15.99. It has been found that for the 16 estimated properties the prediction error is lower 
than (or at least comparable to) the average measurement error, except for the case of normal melting point (Tm) and standard enthalpy 
of fusion (ΔHfus). For these two properties, group contribution methods, in general, have difficulties in providing a reliable estimation. 
This is mainly due to the strong dependency of the melting point on intermolecular interaction and molecular symmetry. With low 
deviation in STRM and SIRM method, the present GC+ method showed its capability to accurately predict the thermodynamic 
properties. The predicted thermodynamic properties not perfect/exact (lack of experimental value) still provide the basis for engi-
neering design. 

4. Conclusion 

The group contribution (GC) method was used to estimate thermodynamic properties for the drugs/compounds/API that are 
related or proposed for the treatment of severe acute respiratory syndrome-CoronaVirus-2. The GC method based on stepwise 
regression parameters showed a low average deviation for the melting point. A total of 16 thermodynamic properties are reported for 9 
API which is helpful in the product-process design, simulation, and optimization calculations. The properties contribute to reliable and 
robust engineering solutions for pharmaceutical product development. 

Table 3 
Value of universal constants for different methods.  

Universal Constants Units Values 
Step-wise Method Simultaneous Method 

Tb0  [K] 244.5165 244.7889 
Tc0  [K] 181.6716 181.6738 
Pc1  [bar] 0.0519 0.0519 
Pc2  [bar − 0.5] 0.1347 0.1155 
Vc0  [cc /mol] 28.0018 14.6182 
Tm0  [K] 143.5706 144.0977 
Gf0  [kJ /mol] − 1.3385 8.5016 
Hf0  [kJ /mol] 35.1778 83.9657 
Hfus0  [kJ /mol] − 1.7795 − 1.2993 
Kow0  [ − − ] 0.4876 0.752 
Fp0  [K] 170.7058 150.0218 
Hv0  [kJ /mol] 9.6127 10.4327 
Hvb0  [kJ /mol] 15.4199 15.0884 
ı0  [MPa1 /2] 21.6654 20.7339 
ωα  [ − − ] 0.908 0.9132 
ωb  [ − − ] 0.1055 0.0447 
ωc  [ − − ] 1.0012 1.0039 
Vmo  [cc /kmol] 0.016 0.0123 
Ait1   0 71.2584 
Ait2  [K] 0 525.93  
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Table 4 
Group orders, group number and their occurrence in each compound for the estimation of thermodynamic properties.  

Baricitinib   Camostat   Chloroquine   Dexamethasone   
Groups Gr. 

No. 
FN Groups Gr. No. FN Groups Gr. 

No. 
FN Groups Gr. No FN 

First-order   First-order   First-order   First-order   

CH3 1 1 CH3 1 1 CH3 1 1 CH3 1 3 
CH2 2 1 CH2 2 9 CH2 2 9 OH 29 3 
aCH 15 5 aCH 15 4 CH 3 1 CH2CO 34 1 
aC fused with aromatic 

ring 
16 2 aC except as above 18 1 aCH 15 4 CF 116 1 

aC except as above 18 2 CH2CO 34 1 aC fused with aromatic ring 16 1 CH2 (cyclic) 168 4 
aN in-aromatic ring 19 5 aC–CO 37 1 aN in-aromatic ring 19 2 CH(cyclic) 169 4 
CH2CN 68 1 CH2–COO 41 1 CH2N 61 2 C (cyclic) 170 3 
SO2 149 1 aC–O 53 1 aC–NH 63 1 CH––CH (cyclic) 171 1 
CH2 (cyclic) 168 2 CH3N 60 1 aC–Cl 123 1 CH––C (cyclic) 172 1 
C (cyclic) 170 1 aC–NH 63 1    CO (cyclic) 180 1 
N (cyclic) 176 1 NH2 expect as above 65 1        

C = N 67 1       
Second-order   Second-order   Second-order   Second-order   
Ccyc-CH2 100 1 aC–CH2–COO 64 1 No Occurrences   CHcyc-OH 84 1 
AROMRING s1s4 106 1 AROMRING s1s4 106 2    Ccyc-CH3 99 2          

Ccyc-OH 101 1          
CHcyc-CH3 76 1             

Third orders   Third-order   Third-order   Third-order   
aC- aC (different ring) 15 1 aC–O-C-aC (different 

rings) 
47 1 ARMOFUSED [2]S1S4 55 1 CH multiring 22 2 

AROMFUSED S1 52 1          
Favipiravir Fingolimod Hydroxychloroquine Thalidomide Umifenovir 
Groups Gr. No. FN Groups Gr. 

No. 
FN Groups Gr. 

No. 
FN Groups Gr. No FN Groups Gr. 

No. 
FN 

First-order   First-order   First-order   First-order   First-order   
aCH 15 1 CH3 1 1 CH3 1 2 aCH 15 4 CH3 1 1 
aN in- AR 19 2 CH2 2 9 CH2 2 5 aC fused with non-AR 17 2 CH2 2 9 
aC–OH 30 1 aCH 15 4 CH 3 1 CH(cyclic) 169 1 aCH 15 4 
aC–CONH2 94 1 C 4 1 aCH 15 1 CH2 (cyclic) 168 2 aC fused with AR 16 1 
NH2 expect as above 65 1 NH2 expect as above 65 1 aC fused with 

AR 
16 2 NHCO except as above 107 1 aN in- AR 19 2 

aC–CO 37 1 OH 29 2 aN in- AR 19 2 N(cyclic) 176 1 aCH2 21 2 
aC-F 124 1 aC–CH2 21 2 OH 29 1 CO(cyclic) 180 3 aC–OH 30 1       

CH2N 61 1    aC–COO 45 1       
aC–Cl 123 1    CH3N 60 1             

aC-Br 126 1             
aC-S- 147 1 

Second-order   Second-order   Second- 
order   

Second Order   Second Order   

AROMRING s1 s2s4 108 1    No 
Occurrences   

No Occurrences   AROMFUSED [2] 51 1             

aC–CH2-S- 59 1                

Third-order      Third-order   Third-order   Third-order   
No Occurrences      ARMOFUSED  

[2]S1S4 
55 1 aC- CO cyc (Fused 

rings) 
32 2 PYRIDINE FUSED  

[2] 
64 1          

AROMFUSED [2] 51 1    

FN: Occurrences. 
Gr.No: Group Number. 
AR: Aromatic Ring. 
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Table 5 
Estimated properties of compounds based on stepwise regression method (STRM) and simultaneous regression method (SIRM).  

Property Units Baricitinib Camostat Chloroquine Dexamethasone Favipiravir 
STRM SIRM [47] STRM SIRM [49] STRM SIRM [50] STRM SIRM [51] STRM SIRM [52] 

Tb  [K] 794.469 760.077  757.482 771.300  688.550 682.652  722.347 717.264  618.948 688.871  
Tc  [K] 997.035 973.995  934.420 949.155  907.967 907.964  905.005 905.004  815.160 815.158  
Pc  [bar] 0.076 0.091  0.140 0.145  0.152 0.147  0.100 0.109  0.063 0.064  
Vc  [cc/mol] 58.885 903.061  1381.063 1410.628  1196.016 1175.118  − 1061.953 1080.050  299.645 326.270  
Tm  [K] 492.478 458.127 487.15 453.792 468.250 467.15 393.375 385.545 363.15 467.128 462.022 524.15 465.514 497.056 450.15 
Gf  [kJ/mol] 632.951 395.881  − 122.228 − 121.518  737.893 757.660  − 536.591 − 574.299  − 187.165 − 173.038  
Hf  [kJ/mol] 223.416 107.378  − 706.079 − 634.774  145.400 259.584  − 1054.777 − 994.887  − 385.972 − 417.504  
Hfus  [kJ/mol] 100.855 49.657  66.271 66.260  70.036 51.288  32.559 33.055  53.974 46.568  
logKw0   0.5811 2.32  5.4578 3.6913  5.463 6.0219  1.743 1.844  − 0.867 − 2.097  
FP  [K] – 607.007  – 150.022  570.936 552.786  723.751 736.511  – –  
HV  [kJ/mol] – 118.800  – 10.433  149.382 154.790  184.173 182.672  118.959 124.073  
HVb  [kJ/mol] – –  – –  – –  143.507 144.740  – –  
SVb  [kJ/mol] – –  – –  – –  204.871 207.947  – –  

δ  [MPa1/2] 27.197 27.445  23.924 26.165  14.350 16.843  27.291 26.661  27.886 27.635  
ω   0.013 − 0.002  0.023 –  0.013 − 0.001  0.024 0.018  0.015 − 0.001  
Vm  [cc/kmol] 0.251 0.301  0.507 –  0.333 0.333  0.278 0.462  0.134 0.129  
Property Units Fingolimod Hydroxychloroquine Thalidomide Umifenovir 

STRM SIRM [53] STRM SIRM [55] STRM SIRM [57] STRM SIRM [58] 
Tb  [K] 687.396 689.003  681.390 714.345  648.734 650.895  776.060 772.496  
Tc  [K] 848.840 848.839  909.231 920.028  936.906 931.518  973.718 973.718  
Pc  [bar] 0.106 0.115  1.335 0.142  2.419 0.069  0.142 0.146  
Vc  [cc/mol] 1058.116 1069.218  865.489 1199.529  566.423 575.560  1292.282 –  
Tm  [K] 398.693 396.310 400.15 417.170 414.588 367.1 441.490 440.390 543.15 447.213 448.603 415 
Gf  [kJ/mol] − 21.235 − 2.948  346.872 595.810  − 229.399 − 255.484  171.261 –  
Hf  [kJ/mol] − 478.253 − 448.244  − 63.171 45.765  − 456.385 − 446.716  − 397.082 –  

Hfus  [kJ/mol] 48.469 46.357  58.150 55.237  23.906 32.053  70.472 –  
logKw0   4.532 4.064  3.2266 4.6854  0.0915 0.3946  6.251 6.1162  
FP  [K] 615.936 616.728  594.016 640.443  567.197 570.199  – –  
HV  [kJ/mol] 162.707 162.094  144.748 178.760  147.419 152.094  – –  

HVb  [kJ/mol] 98.831 –  – –  99.785 159.024  – –  
SVb  [kJ/mol] 134.617 –  – –  168.272 181.299  – –  
δ  [MPa1/2] 28.506 29.829  18.645 19.895  23.247 27.758  21.665 –  

ω   0.022 –  0.013 –  0.011 − 0.002  0.019 − 0.013  
Vm  [cc/kmol] 0.360 0.294  14.941 0.337  0.168 0.160  0.419 − 1.453   
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Abstract Electroencephalograms (EEGs), having a sub-

stantial potential to diagnose and cure mental and brain

diseases and abnormalities, are becoming vital assessment

of brain activity. The unit may contain indicators of

existing disease or warnings about upcoming disturbances.

EEG data can be used to improve the understanding of the

mechanics behind epileptic convulsions. This study aims at

the analysis of EEG signals and the detection of epilepsy

levels. The algorithms for the lifting haar and the neural

network are used. Lifting algorithms for non-stationary

data such as EEG are useful. The EEG signals are divided

into the subbands using LBHWT. Since LBHWT mini-

mizes the cost of processing, the haar wavelet transform is

faster than traditional. The coefficients of the wavelet are

included in the classifier to find out if there is a seizer or

not. The following steps are proposed: 1.Collection of data

2.Functional extraction, 3.Classification. This research is

designed to provide an automated diagnostic tool to sup-

port a doctor.

Keywords EEG � Feature extraction � Lifting based haar

wavelet transformation � Epilepsy � Epilepsy seizures �
Neural network

1 Indroduction

Epilepsy is a progressive nervous brain condition affecting

persons of all ages. The second most common brain disease

is epilepsy. The sign of epilepsy is frequent convulsions.

Epileptic seizures occur when a huge number of neurons

begin to fire in a highly co-ordinated rhythmical way in the

brain’s cortex. Epilepsy affects 70 million people world-

wide (about 1 percent of the population).

In general, electrodes into the scalp are used to record

electrical activity to measure the voltage variations of the

brain. Electrical impulses cause brief changes in motion,

actions, feeling or perception of the brain’s electrical sys-

tem. Neurological condition that cannot be controlled by

multiple medical treatments. The origin of the majority of

unexplained cases. Only trained physicians can manually

diagnose EEG signal epilepsy seizers.

The EEG provides a lot of interesting details about the

different physiological stages of the brain and is also a very

effective method for studying brain disorders, such as

epilepsy. Normally, the EEG signal is used to record the

neural activity of a brain wave that normally happens in the

human brain.EEG is also used for diagnosis of sleep dis-

orders, and estimation of anesthesia or coma depth. The
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detection of seizure is done by calculating the spikes in the

EEG signals. The presence of epileptic component

behavior in the EEG validates the diagnosis of epilepsy,

which is sometimes correlated with other conditions,

resulting in related seizure activity. Section 1.1 Discusses

different feature extraction and classification methods that

are intended to identify the epilepsy seizures. The review is

carried out by dividing the problem of automated classifi-

cation system into different Classes. Section 2 provides the

details of the proposed feature extraction method using

Lifting based Haar wavelet transform and presents the

feature extracted using this method. Section 2.3 further

provides the details of the classifying the epilepsy seizures

using ANN. An efficient statistical analysis is presented to

extract informative parameters set for classification of EEG

signals that can be further used for deciding and selecting

processes to achieve the desired objective.

Chapter 4 provides performance of Modified Haar

Wavelet and ANN. This chapter investigates the possibility

designing MHW and NN for prognosis of epileptic seizure

with less computational complexity and higher accuracy.

Chapter 5 concludes the entire work with possible

directions for future scope.

1.1 Literature review

Osorio et al (2002) revealed that the occurrence of seizures

could be classified by observing epilepsy and that a delay

of 2.1 s was identified. Gotman (1999) has estimated that

about fifty million individuals globally are suffering from

epilepsy. The tremendous number of diagnosed patients

shows the crucial value of a better diagnostic tool to

improve patients’ standard of health. Cetin et al. (2015)

used an autoregressive data reduction model and various

AR model techniques to measure coefficients and designed

a Matlab-based Interface that offers versatile and visual use

for regular or epileptic monitoring.

Rajendran and Sridhar (2019) reported a PNN (Proba-

bilistic Neural Network) dependent Epileptic Lobe Seizure

classifier that attained a maximum accuracy of 96.30 per-

cent. This analysis was performed utilizing the EEG dataset

from Karunya University, based on parametric features

such as AR Burg.

Güler et al. (2005) studied the application of the Recurrent

Neural Network (RNN) as an epilepsy classification model.

This approach tests the Lyapunov exponents developed with

the Levenburg-Marquardt EEG signal algorithm for diag-

nostic accuracy of the RNN. In the development of a

stable classification method for electroencephalographic

transitions, a methodology based on the assumption that EEG

are chaotic signals. This study was successfully tested with

non-linear dynamics tools, such as Lyapunov exponent

computation. A satisfactory rating accuracy of 96.79% has

been achieved. The automatic seizure detection system was

proposed by Aarabi et al. (2006) used typical EEG features

fromthe frequency, time, andwavelet domains, aswell as self-

regressing coefficients and cepstral features. EEG with

parameters the Relief procedure and two linear correlation-

based data collectionmethodswere used to evaluate data from

six neonates aged 39–42 weeks. The characteristics obtained

from seizures and non-seizure fragments were analyzed using

these procedures in order to assess the efficacy of these pro-

cedures. To be categorized, the optimized classified subsets of

functions were fed into a neural context network. The output

has been used to assess how successful the feature selection

was. All of these features were fed into two hidden layers in

the Back Propagation Neural Network classification (BPNN)

classification and resulted in 93% on average.

The technical claims to be analyzed on a Multi-channel

EEG dataset in HAAR-based wavelet decomposition with a

wave- and Artificial Network (ANN) automatic evaluation

technique are proposed (Vani et al. 2016).

Fu et al. (2015) suggested a new methodology for

automatic detection of EEG signals based on Hilbert

Marginal Spectrum analysis (HMS).The traditional Fourier

analysis that supports the sinusoidal signal does not accu-

rately reflect the amplitude contribution of each frequency

spectrum because the EEG signal is extremely non-linear

and non-static. The Empirical Mode Decomposition

(EMD) divides the signal into an Intrinsic Mode Function

package, which is the basis for the HMS (IMF).This

breakdown works well for non-linear and non-stop proce-

dures since it is dependent on the signal’s local time scale.

The frequency entropies and energy properties of the

rhythms are extracted and transmitted using the SVM HMS

analysis for the detection of EEG signal seizures in this

study. With SVM, the accuracy of classification has been

improved to 98.8%. Wang et al. (2017) obtained 98.3

percent classification accuracy using lifting-based DWT

and sparse extreme learning machine for epileptic seizure

detection. Despite various techniques used, polynomial

transformations for EEG signal classifications are still not

extremely linked with feature extraction methods even

though it has already been shown that the spectral coeffi-

cient physical interpretation leads to a new issue for

automatic diagnosis of seizures and detection of eye con-

ditions Nkengfack et al. (2021). Evolutionary algorithms

can improve DWT performance by selecting more

dependable features (Al-Qerem et al. 2020).

Feature extraction and selection technology are critical

for finding certain properties that can be utilized to prop-

erly classify EEG signals. Several methods are employed in

feature extraction, including time domain analysis, fre-

quency domain analysis, and time–frequency domain

analysis. Features such as minimum, maximum, mean,

standard deviation, and energy are often utilized in time-
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domain analysis. The disadvantages of the time-domain

technique include the high sensitivity of the selected fea-

tures and the need for more storage space (Vani et al.

2019).

Several classification methods have been used to detect

epilepsy from EEG signals:

Parametric method, Mimetic method, Syntactic method,

ANN, Expert systems, Clustering Techniques.

• Parametric method—These approaches are based on

conventional signal processing, which considers that a

seizure occurs when the EEG signal deviates from the

expected value, and that the time series measurement at

a given time is dependent on the prior values and the

random disturbance used to detect epilepsy.

• Mimetic method—Where the value of the parameters

measured for the detection of epilepsy from each wave

and the thresholds

• Synaptic method—detection of epilepsy is based on

structural features.

• Expert systems- This method defines seizures by

imitating the information and thought process of an

expert.

• Clustering Techniques—Detections are predicated on

systemic agglomeration processes and self-organization

maps.

• Neural Networks—This approach takes into account the

machine learning of epileptic seizure-related transients.

NN has more advantages than other methods.

2 Materials and methods

Two publicly available datasets are used in this study

(Karunya and Bonn University). The HAAR (DB2)

wavelet is used to decompose the dataset. The lifting

technique was discovered to be an excellent and faster

wavelet for evaluating spikes in EEG signals. DB2 WT

breaks down EEG signals into sub-bands. The WT coeffi-

cients are fed into a qualified NN using the BP algorithm.

The Lifting Wavelet Transform is used to extract charac-

teristics (Energy, Standard Deviation, and Entropy) and

reduce the complexity of the computation.. The following

stages are proposed 1. Dataset collection, 2.Feature

extraction, 3.Classification. The purpose of the paper is to

include an automated device to assist a doctor in the pro-

cess of diagnosis (Fig. 1).

2.1 Dataset

2.1.1 Bonn data set

There are 5 sets atBonnUniversity (http://epileptologie-bonn.

de/cms/upload/workgroup/lehnertz/eegdata.html), and each

set contains one hundred single EEGchannel segments. These

segments are acquired after visual inspection for ocular arte-

facts from multichannel EEG recordings. Set A was reported

fromhealthy eye -opened volunteers, and SetBwas also taken

from healthy eye-closed volunteers. From epileptic patients,

sets C, D, and E were registered. Set C and D consist of

intervals free of seizures, and Set E only includes seizure

activity.

2.1.2 Karunya data set

A dataset of 10 s EEG seized cases was also used in the

Karunya University EEG database (https://karunya.edu/

research/EEGdatabase/public/index.php). The dataset is

sampled at 256 Hz using an analog band pass filter with

cut-off of 0.01–100 Hz. The total of 175 EEG seizures

from patients is presented in this dataset.

2.2 Wavelet transform

Wavelets or Wavelet investigation is also known as

wavelet theory. It gained enormous Popularity in the field

of signal processing and much consideration. It was effi-

cient. Implemented in various applications, such as image

investigation, transient signal investigation, communica-

tions frameworks and other applications for digital signal

processing. Wavelets are a particular kind of functions that

for a short amount of time exhibit oscillatory activity

and then die production. A single function and its dilations

and translations are used in wavelets to produce a series of

orthonormal basis functions to describe a signal.

2.2.1 Discrete wavelet transform

The signal is translated into a set of basic functions by

Wavelet. Such basic functions are referred to as wavelets.

Wavelets are obtained by dilation and shifting from a

single wavelet template called the mother wavelet:

wa;bðtÞ ¼
1
ffiffiffi

a
p w

t � b

a

� �

where a is the scaling parameter and b is the shifting

parameter.

EEG SIGNALSS 

       LBHWT ANN
Decision

Epilepsy=1

Fig. 1 Block diagram of proposed method
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2.2.2 Lifting scheme

Based on the domain characteristics, a new wavelet is

generated from the mother wavelets in the lifting scheme.

Odd samples are extracted from samples, and basic esti-

mation and update blocks are replaced with filter. Based on

their shapes and their ability to interpret the signal for the

specified function, the wavelets are chosen.

The lifting scheme has three steps for creating wavelets:

the first is a split method that divides data into odd and

even sets. The second step is to guess which step will result

in the odd set being even. High-pass polynomial cancel-

lation is ensured by the predictive method. The third step is

the update stage, which can also be modified by calculating

the scaling function using the wavelet coefficient. Low-

pass moments are preserved during the upgrade process.

Split step: The signal is separated into even and odd

points, with the pixels with the highest similarity being

used in the following forecast step. The first step is to

predict: even samples are multiplied by the predictor fac-

tor, then the results are added to the odd samples to get

detailed coefficients. (High Pass Filter Coefficients) The

detailed coefficients generated by the prediction step are

multiplied by the update factor to create the rough coeffi-

cients, which are then applied to even the samples. (Low

Pass Filter Coefficients) (Fig. 2).

X is the input here. Even and odd samples are separated

from X. Using XE, forecast Xo and replace Xo with pre-

diction error. The main idea is to factor the polyphase

matrix of the wavelet filter into a collection of alternating

upper and lower triangular matrices, as well as a diagonal

matrix. Wavelet implementations based on banded-matrix

multiplication are thus possible. The dual polyphase fac-

torization, which also includes predicting and updating

processes, can be written like this:

fP1ðZÞ ¼
k 0

0
1

k

" #

Y

m

i¼1

1 s1 Zð Þ
0 1

�

�

�

�

�

�

�

�

1 0

t1 Zð Þ 1

� �

fP2ðZÞ ¼ k 0

0 1=k

� �

Y

m

i¼1

1 0

t1 Zð Þ 1

�

�

�

�

�

�

�

�

1 S1 Zð Þ
0 1

� �

where s1(z) (primary lifting steps) and t1(z) (dual lifting

steps) are filters and K is a constant.

As this factorization is not unique, several {s1(z)},

{t1(z)} and K are admissible.

2.3 Neural network

Neural networks are devices of nonlinear signal process-

ing interconnected and organisedintolayersy neurons. Neu-

rons are responsible for information processing and the

signals are transmitted through links. The ’nodes’ intercon-

nected contain an’ activation mechanism ’. Patterns are

provided via the ’input layer’ to the network, which com-

municates to one or more ’hidden layers’ where the real

processing is carried out via a weighted ’connections’

method.

Training algorithm for the network is required to

achieve the correct output. A good training algorithm will

reduce the time taken for training. There are many number

of training algorithms are available to train the neural

network. Back propagation is used as training algorithm in

this research.

Back propagation is a supervised process that aims to

train the network to achieve a balance between the input

patterns that are used for training and to provide better

responses to the inputs that are similar. Each time the

network is presented with an input pattern an output is

computed from the net, and the total squared error of

output is minimized by the gradient descent or generalized

delta rule.

EEG data is categorized as ’epileptic’ or ’normal.’ The

data used for training is quite significant. The components

of the NN are activated by biological nervous systems.

Commonly, NN are trained to perform complex functions.

The functions are determined from the connections of the

elements. NN shows poor false detection rate (Fig. 3).

The Neural Network architecture has the following

steps,

1. Initialized–all neurons are subject to initial

weights(wji).

2. Forward propagation–the neural network is fed inputs

from a training set, and an output is generated. A

sigmoid’s output is a continuous real-value between 0

and 1.

3. Error function–Because the NN is working with a

training set, the correct output is known. Given the

Split s1(z ) 
Predict

t1(z)  
Update

X

X0

XE

 HP

LP

K

1/k

Fig. 2 Lifting based forward DWT
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present model weights, an error function is built that

captures the delta between the correct output and the

actual output of the model.

4. Backpropagation–The goal of back propagation is to

modify the weights of the neurons in order to minimise

the error function. A back propagation network learns

in two stages. Each pattern Ip is first provided to the

network and then transmitted to the output. Second, to

reduce the overall error on the patterns in the training

set, a method known as gradient descent is applied.

5. Weight update-weights are adjusted to the best possible

values based on the outcomes of the backpropagation

method. As a result, the relevant change in the weight

wij in relation to the error Ep can be represented as as

Dpwji = g dpjopj. The parameter n in this equation is

known as the learning rate. The learning rate is 0.5, and

the learning rule that was used is as follows:

wijðnþ 1Þ ¼ wijðnÞ þ gðnÞ xi � wijðnþ 1Þ
� 	

where the weights are updated with g as the learning rate.

Iterate until convergence—because the weights are

changed a little delta step at a time, the network requires

numerous iterations to learn. The down gradient force

changes weights to less and less world-wide loss-function

after each iteration.

Pattern-net, the default network for function fitting

issues, is a feedforward network with tan-sigmoid transfer

functions in both the hidden and output layers. Ten neurons

are assigned to a single hidden layer. Because there are two

target values associated with each input vector, each output

neuron represents a category in the network. When an

acceptable category input vector is presented to the

network, the corresponding neuron should produce a 1,

while the remaining neurons should create a 0.

Training is halted if any of the following conditions are

met:

• The number of epochs (repetitions) has been reached.

• The time limit has been exceeded.

• Performance is reduced to achieve the aim.

• The performance gradient is less than min grad.

• Since the last drop, validation performance has

improved more than max fail times.

The validation and test data sets are each limited to 15%

of the original data. The input and target vectors will be

randomly separated into three sets with these settings: 70%

of the time is spent on training. 15% are used to check that

the network is generalising and to halt training before it

becomes overfit. The remaining 15% is employed as a

completely independent test of network generalisation. The

dataset details is given in Table 1.

Fig. 3 Proposed neural network

training structure(AD1–AD5–

detailed coefficients of

MHWT,AA1- Approximate

coefficients of MHWT)

Table 1 Dataset used for classification

Data set Training set Testing set Validation Total

Set A,E 140 30 30 200

(Set A,D,E) 210 45 45 300

Karunya data set 21 2 2 25
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3 Performance analysis and results

In the proposed wavelet, computational complexity is

reduced by a factor of 2 compared to the traditional anal-

ysis filter bank. Daubechies structure consisting of advan-

tageous polyphase decompositions dealing with

multiplication instead of convolution is presented. As we

know, choosing appropriate features can improve the

accuracy of classifier. It has been found that the proposed

method can gain high performance among the Automatic

epileptic seizure detection on condition that associate

acceptable set of uncorrelated features is extracted. For the

evaluation of the Neural Network, classification results and

statistical parameters are used. Energy, variance, Mean,

standard deviation and entropy are calculated for the

extracted sub-bands. The classification set used in this

study, a)S ets A and E. Only the A, E segments are used

and they are classified as normal/seizure. b) Karunya data

sets are used and classified as normal\epilepsy. The sensi-

tivity, selectivity, and classification accuracy parameters

are used to evaluate the classifier’s efficiency. Table 2 lists

the statistical parameters of the proposed work’s statistical

parameters.

Sensitivity is defined as the ratio of the number of cor-

rectly observed patterns to the total number of true positive

patterns. It is also known as the true positive ratio. The

True Positive pattern indicates that seizures have been

observed.

The number of correctly identified negative patterns

multiplied by the total number of true negative patterns

equals specificity. True Negative Ratio is another name for

it.

The relationship between the number of patterns suc-

cessfully identified and the total number of patterns is

known as Accuracy.

4 Conclusion

Only qualified professionals from EEG recordings can

diagnose the epilepsis seizers manually. An epileptic sei-

zure is not predictable. The purpose of the project is to

equip a medical doctor with an automated diagnostic

gadget. In this investigation, the DB2 wavelet decomposes

the encephalogram signal. Modified HWT is a very

appropriate and quicker wavelet in order to investigate the

spikes of EEG signals. The DB2 WT is used in sub-bands

to segregate EEG signals. The WT coefficients are pro-

vided with the NN trained BP algorithm. The Transforming

Lifting Wavelet is used to remove features (energy, stan-

dard deviation, entropy and other devices) and reduce

calculating complexity. A variety of multiplications and

adds is decreased as the level of decomposition is

increased. With the continuous EEG recording from Bonn

University database (A, E) our suggested approach

obtained 100% accuracy while the multichannel EEG

dataset of Karunya University reached 97.5 percent. The

system has an excellent degree of precision in accordance

with the proposed method, which makes it suited for

detection of EEG signal epileptic seizure activities. It is

clear that our framework can get better categorization

results than the rest of the current findings given (Table 3).

With the help of proposed method, it has been proved

that, 99% classification accuracy rate has been achieved

and consequently the computational complexity of the

wavelet is reduced.
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Abstract 

The wireless sensor network is well suited for smart building monitoring system as it is cost effective compared with wired 

network. A hybrid protocol that uses concept of LEACH to increase the life time of sensor network and HRP protocol for 

effective communication to base station is use in building monitoring system. The sensors such as humidity sensor, strain 

sensor, temperature sensor, and electrical current monitoring sensor are deployed in huge amount around the building 

infrastructure and these sensor are organized as different clusters. At initial stage cluster head sensor activates few member 

sensors for gathering information and rest of sensors are inactive state. This increases the life time of sensor network. If 

anything happens abnormal then few more sensors are activated to gather more information by cluster head. A neural network 

is implemented to isolate information from the cluster member nodes and communicate effectively to sink node. In order to 

reduce the work load of cluster head node, Information Collection Node (ICN) and Energy Monitoring Node (EMN) are added in 

each cluster to isolate information and monitor energy level of cluster member nodes. Thus hybrid protocol for structural 

building monitoring system is implemented that increases life time and effectively convey sensory information to sink node in 

wireless sensor network. 

Keywords: - Structural building monitoring system, Hierarchical clustering, LEACH, HRP. 

1. Introduction  

Now a day’s wireless sensor networks play a major role in collecting information from sensors 

and sending to the sink node. Sensor networks are deployed in various areas such as healthcare 

monitoring, civil building application, and military defenses. Wireless sensor networks can sense 

information humidity, pressure, temperature etc .These sensors collects information about the 

surroundings then process the information and send to base station (BS) [1]. 

Internet of Things (IoT) is the emerging technology that are used in various application such as 

health care smart cites, vehicular networks, machine to machine communication and other areas . In IOT 

uses RFID to uniquely identify things and controlling them with various mechanisms. IOT is used in 

pervasive computing i.e. present everywhere that gather information for all IOT device component and 

processes these information. Networking Scientists, Research & Development industries, and many 
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other business organization are developing an achievable and robust architecture to make it commercial 

and it is used by normal people [2, 3]. 

Wireless sensor Networks comprises of three main parts such as communicating unit sensing 

unit and processing unit. The sensing unit has analogue to digital converter that converts analog signal 

to digital signal and sensors for sensing information they are powered by battery and replacement of 

these battery is difficult as most sensors are deployed in typical areas where human cannot enter such 

as volcanic environment, military area surveillance, etc. As energy drains sensors fails since replacement 

of battery is not possible then we need to deploy new sensory to make it WSN active. Next the 

communication unit is responsible for sending data over a sensory channel. At last, the processing unit 

has some microcontroller and a microprocessor, which controls the sensor nodes by sending control 

signals to microcontroller and a microprocessor. 

Recent advances in materials and sensor technologies have brought significant new tools for 

upgrading building systems. Many of the structures date back to the decades in their fundamental form, 

the intelligence added approaches tackles the issues that hinder efficient implementation. active 

structural damage control SHM has become a main stay for evaluating entire behaviour, especially from 

manufacture through its usefulness  

 Buildings are subject to dynamic loading, hence dynamic analysis is required. 

Using SHM techniques, the perpetually berated transfer function has been used to predict 

seismic wave effects on buildings . Analyze the buildings' state A neural network (NN) can analyse both 

damaged and undamaged data. Artificial free vibration is used to inspect places and forecast vibration 

range and level. Dynamic loading causes harm. Most SHM buildings are static loaded. The main 

parameters for static loading are displacement, strain, temperature, and time. Warm and cold seasons 

Buildings under static load typically use a 1D or 2D scheme. Modern technologies and a global 

positioning system can trace the structure in 3D. 

Damage detection is critical in SHM, hence methods like ambient vibrations have been 

employed to foresee damage. For example, the SHM technique was used to monitor the San Pedro 

Apostol church both short and long term. long-term temperature and humidity monitoring [1]. SHM can 

be used to protect historic structures as well as modern structures. Non-destructive approaches can be 

employed to monitor Ottoman constructions. strategies for forecasting damage and monitoring building 

health 

In order to minimize battery energy conception sensor nodes has limited coverage and the 

sensors that are not in coverage area of base station can communicate through intermediate sensor 

nodes. However, some case the wireless sensors nodes are organized as different clusters and the 

cluster head is responsible to collect information from cluster area and send to base station. It indicates 

the separation of data into groups of cluster head data. To maximize life time all sensors sends their 

gather information to cluster head and these cluster head aggregate these information and send to the 

base station  
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Only cluster head is responsible for gathering information process them and sending to the sink 

node this saves the energy of other sensor nodes as they are going to send information to cluster head 

and they are not going to do any processing. The cluster head also plays a vital role in wireless sensor 

network. It reduces the redundant information while aggregating data from different sensor nodes. In 

general if anything happens it is detected by multiple sensors deployed around the environment. As this 

information is Send to cluster head, it eliminates the redundant information and forward to sink Node. 

Thus it reduces the bandwidth requirement of wireless sensor network as sending information is 

reduced and it also saves the energy of Sensors node [5].  

The sensor near to base station can directly transmit its information to it. If it is On hop 

transmission. Generally much of Sensor nodes are deployed far away from base station and they com 

communicate only through neighbor Sensor nodes. This is multi hop transmission and it requires 

dynamic topology creation in Wireless sensor network [6}  

The cluster formation and grouping member Sensor nodes with the cluster head is a major 

problem in wireless Sensor Network. As much of work such as collecting sensory data, aggregating it, 

removing redundancy and sending to the base station are done by cluster head. This lead to drain in 

energy level of cluster head and soon it become unavailable. Then a new cluster head is detected [7].  

SHM systems notify users when there are significant structural changes or deterioration. The 

main purpose of structural damage detection is to figure out what caused the damage, where it 

happened, and what kind of damage it is. the remaining life expectancy of the structure Internal and 

external factors like as corrosion, fatigue, and ageing, as well as earthquakes, wind, and collision, cause 

structural defects that cause collapses. The effects of the above mentioned causes may be gradual and 

not obvious until the structure is compromised. considerable, and only seldom repairable at a high cost. 

The ability to detect structural damage is critical to a structure's long-term safety. Infrastructure It 

assesses the structural system's measurable and qualitative degradation under severe loads. It is vital to 

keep track of things.the occurrence, location, and magnitude of safety and performance degradation 

Design and Implementation of Hospital Management System 

Hospitals are information-intensive organisations that require adequate information systems to 

handle and interpret data. Hospital information systems (HIS) and clinical information systems (CIS) are 

computer-based systems used in hospitals to help manage patient records, accounting, human resource 

management, asset management, stock management, and knowledge management. The monitoring 

system's sensing component contains sensors, recorders, servers, and other firmware to measure the 

building's response, collect data, and send it to an onsite server in real-time. 
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Figure 1a Represents the 3D view of Structural Health Monitoring System in Hospitals 

2. Proposed System 

Building is categorized into different areas and different sensors such as strain sensor, 

temperature Sensor, humidity sensor etc around the area are grouped into clusters. Let CL1, CL2, and 

CL3 ... CLN) be different clusters formed around the building.  

Select the cluster head (Ch) such as Ch1 ∑ CL1, Ch2 ∑ CL2, ... ChN ∑ CLNInformation collection 

Node (ICN) Such as ICN1∑ CL1, ICN2∑ CL2... ICNN∑ CLN and Energy Monitoring Node EMN1∑ CL1, 

EMN2∑ CL2, …EMNn∑ CLn in every cluster area.  

Cluster head node activates some of cluster member nodes and deactivates other robes based 

on their requirement. The cluster head also gather information from Information collection Node and 

process them and send it to sink station either directly or through other cluster head nodes. Information 

Collection Node effectively collects and isolates information from cluster member node and eliminating 

duplicate information through neural network and sends to cluster head Node. Energy Monitoring Mode 

gathers information about the energy level of member node and send to cluster head Node. Cluster 

head nodes select few sensors for gathering environment data ,based on the energy level sent 

by based energy monitoring node. 
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Figure 1brepresents the Building Monitoring Diagram 

2 a. Information Collection Node 

Information collection node in each cluster collects information from each cluster member 

sensor nodes through neural network and eliminates duplicate information then it sends to cluster head 

node in their respective TDMA time slot. 
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routine Information_Collection_Node (Member_Node m)  

{ 

For Each (m)  

m gathers environment data around building  

 m transfer sensed data to Information Collection Node (ICN) in corresponding cluster in their 

respective slot of TDMA.  

End for 

send consolidated information to cluster head  

} 

2. b. Energy Monitoring Node 

Energy monitoring node in each cluster collects residual energy level of each cluster member 

nodes and send to cluster head node in their respective TDMA time slot. 

routine Energy_Monitoring_Node ( Member_Node m)  

{ 

For Each (n)  

m sends their residual energy level to Energy Monitoring Nodes in their respective cluster 

in their allocated time slot.  

End for  

Send Energy Level status information of all member nodes to cluster head Node  

} 

2. c Cluster Head Node 

The cluster head node collects information from the information isolation node and sent to sink 

node directly if it is in its coverage area or else it may forward information through intermediate cluster 

head node. It also receives information from energy monitoring node and takes decision about whether 

the sensors around building are kept active or not based on their energy level. 

routine Cluster_Head_Node (Information_Collection_Node i,Energy_Monitoring_Node e)  

{ 

Process Information from i node 
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 Send processed Information to base station either directly or through other cluster head.  

 Collects energy information from e and make necessary sensor active 

} 

Initialize each sensor node has some residual energy as assign the Cluster Head and record this 

information shared with one hop neighbour node using ADV packets. To make the decision based on 

their residual energy in a node receiving ADV packets. If compare advertise or new receiving ADV 

packets of residual energy are greater than node’s own ADV packets of residual energy then new 

receiving node as assign the CH and update every level and also shared by all other one hop neighbour 

node except source node. Otherwise, no there is updating ADV packets and forwarding to the source 

node. After a particular time interval all nodes have a same ADV packet with same id and energy level is 

chosen as CH. This process is Repeat the cluster head energy level becomes low 

3. Cluster Head Selection Algorithm steps  

Step1: Each sensor node around the building initially consider them as cluster head and record 

their residual energy level in ENERGY_ADV advertise packets 

Step2: ThenENERGY_ADV advertise packet is shared among their neighbour node sensors. 

Step3: When other sensor nodes receive ENERGY_ADV advertise packets then the decision are 

taken based on their residual energy level and received advertise energy level.  

Step 3.1 if advertise ENERGY_ADV packet residual energy is higher than sensor node’s own 

residual energy then assign advertise node as Cluster Head and update energy level and broadcast to all 

other neighbor node except sending sensor node. 

Step 3.2if advertise ENERGY_ADV packet residual energy is smaller than the sensor node’s own 

residual energy then there is no updating and just forwards to the sending sensor node 

Step4: After a particular time period, all sensor nodes have a sameENERGY_ ADV packet with 

same id and energy level and it is chosen as Cluster Head. 

Step5: Repeat step2 cluster head energy level becomes low.  



Nat.Volatiles&Essent.Oils,2021;8(4):5698-5711 

 

5705 

 

Figure 2: Represents the Flow Diagram of Cluster Head Selection Algorithm 

3. a. Cluster Maintenance 

If energy level of cluster head node or Information collection node or Energy monitoring node is 

drained then alternate node with sufficient energy level is selected and all responsibilities is delegated 

to the selected node.  

routine Cluster_Maintenance ( ) 

{ 

If (Energy_level_Cluster_Head_ Node <Threshold_ Value) 

Initiate election to find another member node with sufficientenergy level in cluster as Cluster 

Head Node 
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If (Energy _level_Information _collection_ Node <Threshold_Value) 

Initiate election to find another member node with sufficient energy in cluster as Information 

collection Node 

If (Energy _level_energy _monitoring_ Node <Threshold_Value) 

Initiate election to find another member node with sufficient energy in cluster as energy 

monitoring Node  

} 

4. Simulation Result and Analysis: 

A. Power Consumption 

At initial stage cluster head makes only few sensor in active state and rest are inactive .When 

there is a need i.e. when something went wrong,based on our requirement more sensors on particular 

area or time are activated to gather more amount of information .This will drastically increase efficiency 

and reduces the power consumption. The combination of LEACH and hierarchical cluster formation will 

produces better result in structural building monitoring sensor. Now we compare the result of normal 

LEACH and our proposed system based on power consumption. 

Table 1. Represents the Comparison between the Existing leach Algorithm and Proposed Method 

No of nodes Power consumption 

 
LEACH Proposed 

40 22 20 

45 26 23 

50 29 25 

55 33 29 

60 36 32 

65 39 36 

70 43 38 

75 44 40 

80 46 41 

85 49 43 
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Figure3 Represents the Plot between Number of Nodes & Power Consumption 

B. Information Gathering 

The amount of information collection is also increased since we are isolating all information 

collected by different sensors by information collection node and send to cluster head node in turn it 

forward to sink node either directly are through intermediate cluster head sensor nodes. The neural 

network is used to gather environment information effectively from cluster member nodes and 

duplicate information are avoided before sending to cluster head nodes. 

Table2. Represents the Comparison between the Existing Leach Algorithm and Proposed Method 

No of nodes Information Gathering (in %) 

 
LEACH Proposed 

40 61 71 

45 68 75 

50 70 79 

55 73 83 

60 76 84 

65 79 89 

70 81 91 
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75 84 94 

80 87 96 

85 90 99 

 

 

Figure-4 Represents the Plot between Number of Nodes & Information Gathering 

Simulation parameters 

Parameter Default value 

Simulation area 130 m × 130 m 

Number of nodes 60–120 

Packet length (from cluster head to BS) 6500 

ctrPacket length (default packet length from normal node to cluster head) 195 

Initial energy 0.45 

Base station coordinates (50, 50) 

Probability to the node to become a CH 0.15 

Energy for transferring of each bit 49*0.000000001 

Energy for receiving 49*0.000000001 
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Energy for free space model 11*0.000000000001 

Energy for multipath model 11*0.000000000001 

Energy for data aggregation 5*0.000000001 

In this cluster Head node is select based on the energy level analysis by cluster selection 

algorithm. All Sensor nodes collect the environmental data and do some initial processing and send the 

Information Isolation Node in cluster. Based on the processed data collected from each Sensor node, the 

cluster Head node takes decision and forward to Base Station using time division multiplexing or code 

division multiplexing. 

 

Figure-5 represents the node creation 

 

Figure 6represents the cluster node formation 
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Figure7 represents partially active nodes in cluster 

5. Conclusion 

The combined effort of LEACH Protocol and hierarchical routing protocol increase the life time 

of wireless Sensor Network and effectively communicate the sensor information to the base station for 

building monitoring System. The LEACH protocol initially makes some of sensor node in active State and 

makes some sensor to be switched off. This will reduce the power consumption of wireless sensor 

network. When a unusual circumstance arises then it will activate some more sensors in that area to 

collect more information and send to Sink node for further effective measures. The hierarchical routing 

protocol makes some cluster information for effectively collecting and communicating to the sink node. 

The cluster head performs data aggregation and process them to make decision and convey to sink 

node. The information isolation node and energy monitoring node in cluster reduces the work load of 

cluster head and increases the life period of cluster head node.Thus various types of building sensors 

have been placed and the current situation of the building is monitored. If there are any variations in 

normal conditions then the information is send to remote system through cloud and corresponding 

activators are activated from the remote system in order to bring the situation to normal condition. This 

ensures a safety measures for hosipital building management system. 
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